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1.0  
Introduction

This document presents a technical description of the Cost Estimation Toolkit (CET) developed by SGT, Inc., as part of the Levels of Service / Cost Estimation (LOS/CE) study.  This document is a companion piece to the Users’ Guide for the CET. The CET contains four tools, the Estimator which produces the life cycle cost estimates, the Reviewer which allows users review and fine tune the CET’s estimate, the CDB (Comparables Database) Analyzer which allows the user to produce a summary of the contents of the CDB, and the Exerciser which is used by SGT in testing and performance measurement and is not available to the general user. The CET Estimator employs the cost estimation by analogy approach, and builds on the SGT general data services provider reference model.

This version of the Technical Description Document describes Version 2.1 (the 2006 enhanced operational version) of the CET. The technical description focuses on the CET Estimator (references to the “CET” below can be taken as references to the Estimator tool unless the context is the CET toolkit a as a whole; any references to the Reviewer, CDB Analyzer, or the Exerciser will be explicit) which embodies the effort and cost estimation model. Version 2.1 of the CET is essentially unchanged from Version 2, except for tuning to work with the 2006 Comparables Database (CDB).
The CET is an Excel Visual Basic for Applications (VBA) application. As such the software is contained in an Excel workbook and includes VBA modules and user forms. Each VBA module includes a number of procedures (equivalent to subroutines) and the user forms are Excel programmable user interface features that include VBA procedures.
The CET runs on both PC and Macintosh platforms; it detects which type of platform it is running on and uses user forms and worksheets formatted appropriately for that platform.

The CET also includes worksheets used for a variety of purposes. These include the Activity Datasets entered and maintained by the user. Three worksheets contain the output of the CET; two contain the life cycle cost estimate for a user-described data activity and a third contains a ‘quality report’ to help the user decide how much confidence to have in he/she should place in the estimate. Another worksheet contains the Activity Dataset Checklist that contains information describing all of the information that a user must enter for each applicable functional area to describe a data activity to the CET. Also included are a set of worksheets that are internal to the CET, e.g., used for display backgrounds and to hold intermediate results.

The CET also accesses the Comparables Database (CDB), a separate Excel workbook that contains worksheets for the data activities whose information comprises the CDB.  As described in Section 2, the CDB workbook in turn links to a data activity template workbook for each data activity. The package to be provided to a user would include the CDB workbook but would not include the data activity template workbooks. The data activities included in the CDB are not identified, and the information in the CDB is mapped to the general reference model rather than as provided by the data activity.

Section 2 provides an overview of the CET and the CDB. Section 3 discusses the approaches to effort (i.e. staff FTE level) estimation used by the CET.  Section 4 describes the CDB itself.  

Appendix A describes the overall structure of the CET and provides component level documentation on the CET’s procedures and worksheets. 

Appendix B describes the Data Activity Template, used in the collection, assembly, and mapping to the CDB structure of information describing a data activity. 

Appendix C contains descriptions of the internal parameters used by the effort and cost model embodied in the CET.  “External” parameters, i.e. those either provided by the user as inputs to the CET or provided by the CET to the user in the form of the life cycle cost estimate are described in the CET Users’ Guide.

Background information for the CET was originally provided by a series of working papers developed by SGT as part of the LOS/CE study. These working papers are gradually being replaced as the information in them is updated and added to the Users’ Guide and the Technical Description Document. The SGT general data service provider reference model is described in the CET Users’ Guide and earlier in LOS/CE Working Papers 3. Working paper 6 is still the current description of logical Data Service Provider types that will be used in a future version of the CET. The cost estimation by analogy approach was described earlier in LOS/CE Working Paper 2. All of the parameters used by the CET were originally described in LOS/CE Working Paper 4; now parameters internal to the CET are described in Appendix C below and those that the CET user enters or sees as output are described in the CET Users’ Guide. 

2.0  
Overview: Cost Estimation Toolkit & Comparables Database

This section provides an overview of the Cost Estimation Toolkit (CET) and the Comparables Database (CDB).

2.1 
Overview - Principal Investigator / Single Data Service Provider

This section describes the context for the CET and CDB from an individual PI or data service provider point of view.  This is the basis for the current version of the CET. 

The overview of the CET and CDB is illustrated by Figure 1, below.  As shown in the figure, the general Data Service Provider Reference Model serves as the underpinning for the CET and the Comparables Database. The model describes a general data service provider as being comprised of a set of functional areas, each described by a set of requirements and parameters (see the Users’ Guide for a description of the functional Areas). Note that the terms ‘data service provider’ and ‘data activity’ are used synonymously. The figure shows that information describing existing ESE and other data activities (including DAACs, ESIPs, SIPSs, etc.) is assembled, mapped to the function / parameter structure of the reference model, and added to the CDB. The result is an internally consistent set of descriptions of a number of different data activities. In each case, the description of a particular data activity will only include those functional areas that are applicable to it (e.g. few sites will perform instrument / mission operations) and for which good information is available (e.g. a minimum set of workload and corresponding effort data).

The bottom tier of three boxes illustrates the use of the CET by a PI (Principal Investigator) or other user planning a new data activity.  The lower left box illustrates the PI or other user entering information describing a new data activity into the CET. The user enters, for selected functions, information describing levels of service and particular mission requirements (e.g. such as data to be ingested; products to be generated, archived, and distributed; user support, etc.). This set of information that describes the new data activity is called an Activity Dataset.  

The lower center box illustrates the CET itself, which access the Comparables Database, and proceeds function by function to build a life cycle effort (i.e. staff FTE) and cost estimate for the new data activity.  The lower right box illustrates the output from the CET, estimated year-by-year costs over the new data activity’s life cycle, with supporting parameters such as estimated effort (FTE) levels.

Figure 1 - Cost Estimation Toolkit Overview - PI or Single DSP View
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2.2 
Overview – Program Level / Multiple Data Service Providers

This section describes the context for the CET and CDB used from an Earth science program level point of view.  This view is not supported by the current version of the CET. It will be supported by a future version, at which time this section will also be fully developed.

The primary difference in the program level point of view is that it spans all of the data activities (and connections between them) included in the program, collectively known as the data services architecture.  The user is assumed to be a “data services architect” attempting to produce an overall life cycle cost estimate for data activity support for the Earth science program, i.e. for a configuration of data activities that together meet the Earth science program’s requirements for data support. The user is expected to define and compare estimated costs for different possible data services architectures.

The program level data services architect must define multiple data activities. He or she can not afford the time go into the same level of detail as a PI or other user working with only a single data activity. The estimates for each of the component activities of a data services architecture will most likely be less accurate than an estimate that a PI would make for it, but the errors should even out over the architecture as a whole.

The CET will allow the enterprise data services architect to use predefined data services provider types (see Working Paper 6: ESE Logical Data Service Provider Types) to expedite definition and entry of data activity information. This is illustrated in the lower row of boxes in Figure 2 below.  In the lower left box, the architect selects a data service provider type, level of service profile, and (most likely summarized) set of mission requirements for the data activity, using a data services provider-type template, to complete each Activity Dataset.  The CET will make life cycle estimates for the individual data activities that comprise an Earth science program data services architecture and will be capable of producing a roll-up of year-by-year costs for the enterprise as a whole.

Figure 2 - Cost Estimation Toolkit Overview - Enterprise View
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3.0  
Effort and Cost Estimation Approaches

This section describes the approaches used in the CET Estimator for estimating effort (i.e. FTE levels) and cost for a new data activity.  The estimates are based on information about existing activities that is contained in the CDB.  Effort estimation is the heart of the CET, covering all categories of labor over the life cycle of the data activity - conversion of the effort estimates to staff cost estimates is simply a matter of applying labor rates and an inflation rate to the effort estimates. Total costs then are obtained by adding the cost of non-staff items such as computers, media, etc., to the staff costs.
Section 3.1 discusses the general approach to effort estimation. Section 3.2 discusses the approach to cost estimation. Section 3.3 discusses testing and tuning of the CET. Sections 3.4 through 3.16 address each of the functional areas individually.

Note that a separate estimate for Search and Order effort is no longer produced. Insufficient CDB information to support a separate estimate was obtained, in that it was impossible to get a clear distinction between Search and Order and Access and Distribution. For the CDB, any Search and Order effort that was identified was combined with Access and Distribution effort.

Note also that the Instrument and Mission Operations functional area is no longer included in the CET.  There is not enough information available from CDB data activities to support estimates in this area.

3.1  
Effort Estimation

The objective of the effort estimation process is to produce, for a new data activity, year-by-year estimates of operational, technical, and management staff effort for each functional area applicable to the new Activity Dataset.  The effort is expressed in Full Time Equivalents (FTEs), the effort equivalent to that of a single person working full time for a year. This is not literal staffing, since an FTE level of 4 could be performed by four people each working full time, eight people each working half time, or any other combination adding up to the equivalent of four full time people.

The effort estimate for each functional area for a new data activity is based on its planned workload in that functional area, and the relationship between workload and staff effort observed in existing data activities in that same functional area. The workload and staffing information for each functional area for existing data activities is contained in the Comparables Database (see Section 4 for details).  

“Workload” in the context of effort estimation includes not only measures of volumes of data ingested, produced or distributed, or number of products ingested, produced, or distributed, but also levels of service that can drive effort and complexity of operations (e.g. numbers of different interfaces involved, number of different data formats and format conversions, etc.). 

Operational effort covers computer or equipment operators, and other effort that is directly involved with the conduct of the ongoing operation, e.g. production monitoring, quality assurance monitoring, packing and shipping distribution media, archive media handling and screening, etc.

Technical effort associated with a functional area includes engineering or science effort exclusive of direct operations, e.g. science software integration and test, cross-calibration specialists, interface engineering and management.  To the degree that a data activity’s operation is highly automated, or in some aspects small in scale, operations effort may be performed as a part time activity of technical personnel, while larger activities may include dedicated operational staff.

Section 3.1.1 describes the two step approach taken for effort estimation in the CET.  This method, known as “curve fitting”, replaces the earlier “ratio” method used in the Working Prototype CET.  Section 3.1.2 describes the development of EER’s (effort estimating relationships) and Section 3.1.3 walks through the estimation process as it is implemented in the CET software.

3.1.1 
Overview of CET Effort Estimation Approach
This section describes the “Curve Fitting” approach taken to effort estimation in the CET. 

For each functional area, the primary effort categories, technical and operational, are each assumed to be a function of a particular combination of workload parameters (e.g., data volume, number of products). The relationships that are used to estimate effort as a function of workload are called “Effort Estimating Relationships” (EER’s), analogous to “Cost Estimating Relationships” (CER’s). 
The approach includes two distinct steps. In the first step, the CET develops a set of regression equations based on the information on existing data activities included in the CDB, and in the second step, it uses those equations in the course of a process for producing a set of effort estimates for a new data activity. The next section, 3.1.2, discusses the first step, development of the equations, and the following section, 3.1.3, describes the estimation process. 

3.1.2   Development of Curve Fit Relationship

The CET selects, for each functional area, one or more workload parameters to be used as independent variables in regression of effort on workload. The CET then develops a table of the values of the workload parameter versus the corresponding (FTE level) for each CDB activity for which these are available and usable.

The CET uses regression techniques (following “Statistical Methods” by Snedecor and Cochran) to develop the coefficients for a set of seven trial relationships of FTE to workload parameter for each of the selected workload parameters.  These relationships are shown in table 2-1 below. In the equations, Y is the dependent variable, FTE; X is the independent workload variable; and a, b, and c are the coefficients computed by regression. The symbol “*” indicates multiplication, and “^” indicated exponentiation (i.e. X^2 is the same as X squared or X*X).
Table 2-1 - CET Effort as f(Workload) Relationships

	Linear
	Y = a + b*X 

	Logarithmic
	Y = a + b*lnX                   (ln is natural logarithm)

	Exponential
	Y = a*e^(b*X)                  (e is the base of the natural logarithms)

	Quadratic
	Y = a + b*X + c*X^2

	Square Root
	Y = a + b*X + c*sqrt(x)   (sqrt - square root)

	Linear-Logarithmic
	Y = a + b*X + ln(X)         (ln is natural logarithm)

	Linear-Exponential
	Y = a + b*X + c*e^X       (e is the base of the natural logarithms)


For the first three relationships, the CET uses single parameter regression of Y’s on X’s (effort on workload), and for the last four, two-parameter multiple regression; e.g., for the quadratic case the two parameters are X and X^2.

The CET performs the process outlined below for each set of workload parameter – FTE parameter pairs within a given functional area to develop a final set of regression equations to be used in the estimation process (to be described in section 3.1.3).
3.1.2.1 Development of Regression Equations

A. Outlier Pre-Processing:

The CET may perform outlier pre-processing (see notes for each functional area below) prior to the regression computation. The outlier pre-processing technique is called “Cluster Outlier Removal”. The CET treats a set of workload parameter – FTE parameter pairs as members of a “cluster” of points mapped to a two dimensional space with FTE and workload value axes. The intent of the cluster outlier process is to identify and remove those members of the cluster that fall furthest from the center of the cluster, up to a given limit (which can vary from functional area to functional area).

The CET computes the average values of the workload parameters and FTE parameters for a given set of a workload parameter – FTE parameter pairs, or “points”. The CET then establishes an “average” point for a given set of points as the point with the average value of the workload parameter and the average value of the FTE parameter. The CET computes the normalized vector distance of each point from the average point. This is the square root of the sum of the squares of the difference of the normalized workload value from the average value and the difference of the normalized FTE value from the average value. The normalized workload values are the actual workload values divided by the maximum workload value, and the normalized FTE values are the actual FTE values divided by the maximum FTE value.
The CET then removes from the set of workload – FTE parameter pairs those pairs representing points with the greatest distance from the cluster’s computed average point. The number of such outliers removed is restricted by a specified limit.

B. Regression Computation:

The CET computes a set of coefficients for each equation. After computing the coefficients for each equation, the CET uses the new equation and its coefficients to obtain a Y (FTE) value for each X (workload) value, and computes Pearson Product Moment Correlation Coefficient (a.k.a. “R-Squared”), average absolute error, and standard deviation of absolute error. 

The CET then examines the set of relationships it has developed. It first discards relationships that either would yield negative values of workload or that would produce a double value; i.e., two values of Y for a single value of X for X’s within the range of the CDB data (which, for example, a quadratic relation might do if the inflection point of its curve falls within the CDB range of X’s.)
C. Outlier Removal:
The CET then performs a second outlier removal process by examining the error associated with each of the original workload-FTE pairs compared to the estimating relationship defined by the regression curve. The concept is that an extreme point might perturb the estimating relationship, causing it to produce poorer results than it would if the outlier were to be excluded. For the CET, an “outlier” is a point (workload –FTE pair) that has an absolute error value that is greater than three times the standard deviation of absolute error for all of the data points. If an “outlier” is found, the CET tests the effect of eliminating it - it temporarily deletes the outlier and re-computes the relationship (using the regression method again). The CET repeats the tests described above for negative or multiple Y values (i.e., more than one FTE value for any given workload parameter value) and if these tests are passed the CET checks to see if the R-Squared value is improved. If the tests are passed and the R-Squared value is improved, then the outlier is deleted permanently and the new relationship is used. If the negative or multiple Y test is not passed or if the R-Squared value is not improved, the CET reverts to the original relationship.

After the outlier process is completed, if the number of outliers allowed to be removed is not reached, and if the number of CDB data pairs is greater than the minimum needed, the outlier test and removal process described above is repeated until either no outlier is found or one of the two test conditions fails (i.e. either the allowed number of outliers have been removed or the number of data pairs is at the minimum needed number). Typically, one or two outliers are removed.

D. Final Curve Selection:

After the sequence above is completed for each of the possible types of curves, the CET selects the relationship with the best R-Squared value.

The final test that is made by the CET is to see if the workload values for the new data activity fall outside the range of the corresponding workload values for the CDB data activities on which the EER was based. If it is, then the CET would be extrapolating beyond the range of the EER for which it was computed. In such a case, the CET, to be conservative, adopts the linear relationship regardless of its R-Squared value. A non-linear relationship can go quickly awry when it is pushed beyond the range of values for which it is computed. In addition, a safeguard is being tested that would constrain the magnitude of values produced by the forced linear relationship to strengthen the protection against an overly enthusiastic extrapolation when the CET is attempting to estimate a value outside of the ranges of the corresponding CDB information.
For a given functional area, the entire process described above is repeated for each selected workload parameter to yield the final FTE as f(workload parameter) EER for the particular effort parameter (i.e. either operational or technical FTE) and the workload parameter (one of the selected workload parameters for the given functional area).

3.1.2.2 “Nearness” Test
A function-by-function “nearness” test is included in the CET. This test (which may take one of two forms described below) may be performed for each functional area depending on the final “tuning” of CET control parameters.  If used for a given functional area, the test is performed prior to the curve fitting process described above.
The “nearness test” is used to select those CDB activities that are “nearest” in workload to the new data activity, so that the life cycle estimate for the new data activity is based on those CDB
activities that are most similar to it - i.e., that are the best analogies. Because this is done on a function by function basis, different combinations of CDB activities may make up the set of best analogies for different functions. This allows for the fact that a new data activity might more closely resemble one CDB activity for ingest, another for processing, a third for distribution, etc.
The original form of the “nearness test” was as follows: The “nearness” is determined for each function by computing a workload index for the new data activity and the CDB activities, computing a “nearness” parameter for each CDB activity, and accepting those CDB activities for which the difference parameter is less than a threshold value.  The workload index value used by the Working Prototype is the natural logarithm of the “work” parameter originally developed for the ESDIS Data Center Best Practices and Benchmark study. The “work” parameter is the sum of the volume in GB handled by the function (e.g. ingested, produced, distributed) and the number of product instances handled divided by 1000. Because of the wide disparity in workload across the CDB activities, the natural logarithm of “work” is used. The “nearness parameter” is the magnitude of the difference between the natural logarithms of “work” for the CDB activity and the new data activity. The CET marks those CDB activities whose “nearness” exceeds the given threshold value.
The new form of the “nearness test” is also referred to as the “horizontal outlier” test. It has the same objective as the original “nearness” test, the exclusion of CDB activities that are most different from the new data activity. As in the original method, a “nearness” parameter is computed for each CDB activity, in this case based on the total data volume associated with the functional area (e.g. volume ingested or volume distributed). The CET then tests the CDB activities to see which ones pass a test of having a “nearness” that is at least twice the average nearness for all of the activities. The CET then marks those CDB activities which have the greatest “nearness” value, i.e. are the furthest from the new activity and are at least twice the average “nearness”.

3.1.3 
Effort Estimation Process using Curve Fit Relationship

This section describes the process by which the CET uses the effort estimating relationships it develops between CDB effort and workload parameters to produce effort estimates for a new data activity.

The process operates functional area-by-functional area, producing separate year-by-year effort estimates for each functional area, which are then summed to obtain an overall effort estimate for the new data activity.

This section will describe the process generically, and the functional area sections below (sections 3.4 - 3.18) will describe any variations that exist for individual functional areas.  

For each functional area, the process is performed by the CET in the steps described below, as illustrated by Figure 3 below. The process is performed separately for operations and / or technical effort, depending on the functional area.

At the outset of the process, for each functional area, one or two sets of CDB workload parameters have been selected to be used in the effort estimation process. One set would be workload parameters to be related to operations effort, and the second set would be workload parameters to be related to technical effort. Note that not all functional areas have both operations and technical effort. (For example, ingest has only operations effort, while processing has both operational and technical effort, and sustaining engineering has only technical effort - see the functional area notes in sections 3.4 - 3.18 below). Relative weights are assigned to each parameter within the set, those that influence operations effort and those that influence technical effort. The weights are based on a ‘tuning’ of the CET to produce the best possible estimates for a set of independent cases (see Section 3.3.2 below).
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Figure 3 - CET Effort Estimation Approach

1. The CET computes intermediate parameters, functional area by functional area, for each data activity represented in the CDB provided that usable information is available for the data activity in the functional area.  The intermediate parameters are the averages over the data activity’s life cycle of each of the CDB workload and staff effort parameters in each of the functional areas included for that data activity. The natural logarithm of “work” is included for ingest, processing, archive, and distribution. (The “work” parameter, defined as the sum of product count and volume, each multiplied by a weighting coefficient, was developed to characterize data handling workload.) Note that not all activities will perform work in all functional areas, and that even when an activity performs work in a functional area, usable information (effort and some workload parameters) is not always available for the CDB. The CET uses the information available to it on a functional area by functional area basis.

2. The CET computes intermediate parameters for the new data activity. The intermediate parameters, computed functional area by functional area, are year-by-year sums of workload parameters over the individual streams defined by the user when he/she created the activity data set (ADS) for the new data activity. For example, in the processing functional area the user may have defined four different processing streams which may have different start and stop dates. The workload parameters such as volume per day per stream are annualized and summed to a total volume generated per year for each year the new data activity is in operation.

3. The CDB activities to be used in producing the life cycle cost estimate for the new data activity are selected. For ingest, archive, processing and distribution, the natural logarithm of “work” is computed for the new data activity. The “nearness” parameter is computed for each CDB activities, and tested against the “nearness” threshold. Those activities whose “nearness” is less than the threshold value are flagged as activities to be used in the steps that follow, as long as a minimum number of activities are included (a second pass with a higher threshold is performed if a minimum number of activities do not pass the first threshold.) A future addition to the Quality Report may be an indication of not only the number of activities selected to be used for computing the estimate in each functional area but also the threshold, i.e. whether these activities passed the first threshold or second threshold.  For the other functions, all CDB activities are used. 

4. For each CDB data activity selected to be used in computing the effort estimate, the CET computes averages of the CDB parameters selected to be used for effort estimation, using only valid (non-zero) values (an activity might have usable information for the functional area, but might be missing one or more of the workload parameters; it is not required to have all of them present to be ‘usable’).

5. The CET next computes a set of best curve-fit effort estimation relationships for each of the selected CDB parameters, as described in section 3.1.2 above. Each of these is an equation that can be used to compute an FTE value from a workload parameter value.

6. The CET next computes a set of year-by-year effort estimates, one for each of the selected CDB parameters, by using the year-by-year workload values for the new data activity (i.e. the ADS workload parameter values) as input into the effort estimating relationships. These individual estimates, each based on a single workload parameter, are separate estimates of the full operations or technical effort for the functional area.

7. Adjustments are made to the individual estimates based on a comparison of the data activity value of the parameter and the CDB average value (for the activities which pass the screening) of the parameter; the estimate is increased if the new activity will have a greater workload than the CDB average, decreased if it will have less. The magnitude of the increase or decrease is determined by the CET tuning process.

8. A weighted average effort estimate of the operations or technical effort for the new data activity is then computed, using the relative weights assigned to the workload parameters in the course of the CET tuning process. 

9. The CET then applies the level of service parameters for the functional area. The estimated effort value is increased if the new data activity will perform at a higher level of service than the average for the CDB activities used to make the estimate, or decreased if it will perform at a lower level of service than the CDB average. One or more level of service parameters may be used, depending on the functional area. A final overall adjustment is made using a parameter whose value was determined during the CET tuning process.

The projected workload parameters for the new data activity used in the computation described above are provided by the user when the Activity Dataset is assembled. In some cases, averages are computed year-by-year, for example across the ingest streams, product streams, or operational distribution streams planned for the new data activity. The changes in workload expected for the new data activity in the course of its life cycle are preserved. 

The cost estimation process is dynamic - it does not use pre-computed effort estimating relationships. This means that the CET can be used with updated versions of the CDB without change.  Of course, as the CDB is gradually assembled and the relationships of workload to effort are better understood (e.g. as it is seen which workload parameters are both available for the CDB and truly significant to the estimation of effort, or if statistical techniques can produce better results) the effort estimation software will itself be modified.

3.2  
Cost Estimation

The development of cost estimates is discussed in two parts, staff costs (Section 3.2.1), and non-staff costs (Section 3.2.2)

3.2.1 
Staff Cost Estimation

Staff costs are obtained from the effort estimates by applying labor rates provided by the user. These labor rates are fully loaded (i.e. include all overheads that apply in the user’s context), are particular to the user’s location, and are assumed to be those effective as of the first year of the life cycle of the new data activity. An inflation rate is applied to the labor rates for the remaining years of the new data activity’s life cycle (or the period of years for which a life cycle cost estimate is to be produced).

The CET asks the user to provide five labor rates:

1. Management Staff Labor Rate. This is an approximate overall rate for management and overall coordination of a data activity’s work.

2. Administrative Support Staff Labor Rate.  This is an approximate overall rate for administrative support for the data activity.

3. Development / Engineering Staff Labor Rate. This is an approximate overall rate for software developers/maintainers, engineering support including system engineering, system administration, database administration, resource planning, network management, facility support, etc.

4. Technical Staff Labor Rate. This is an approximate overall rate for technical and science staff, involved with ESE coordination, activity level coordination, and associated with operational functional areas.

5. Operations Staff Labor Rate. This is an approximate overall rate for operations staff in operational functional areas.

The CET uses one inflation rate for all data activities.

3.2.2 
Non-Staff Cost Estimation

Individual non-staff items are discussed in the functional area sections below (3.4 - 3.18) where they apply.

3.3  
CET Testing and Tuning
This section describes the performance measurement testing done with the CET and how the CET is tuned.

3.3.1  
CET Independent Testing

The development version of the CET includes a capability for performance measurement by independent case testing that compares the CET’s estimates with actual data. Data activities included in the CDB are used as independent test cases. 

The test sequence operates by removing, in turn, each data activity from the CDB, producing a life cycle estimate for the data activity, and measuring the error of the estimate against the actual information about the data activity. The test sequence cycles through all of the CDB data activities, producing error measures for each one, as well as aggregate error measures. The test is independent since once the data activity is removed from the CDB, the estimate is not influenced by the data activity’s own information.  This approach allows independent testing of as many cases as there are data activities in the CDB.  
The errors are measured functional area by functional area for each of the CDB data activities. This allows analysis of the weak points of the estimate, and highlights areas where more work is needed, both in building up the CDB and improving the estimation approach and its implementation.

Table 3-1 below presents the results of the independent testing of the current version of the CET. The first column lists the CDB data activities (“sites”).  The second column lists the actual annual FTE for each data activity, averaged over its “active years”, i.e. over its full life cycle including both implementation and operating periods.  This spreads operating costs and implementation costs over the full mission life, which is not how they would fall for individual activities, but which allows a consistent basis for an overall roll-up across all of the CDB sites.  The third column contains the estimated annual average FTE averaged over the activity’s life.  The fourth column contains the annual average error, obtained by subtracting the actual from the estimate, and the fifth column contains the percentage the error is of the actual average.  The sixth and seventh columns contain the absolute values of the error and the percentage of error; these are the “typical” error measures.
       Table 3-1 – Version 2.1 CET Independent Test Error Measurements
	CDB Data Activity, “Site”
	Actual Annual Average 

FTE over its Active Years, for Estimated Functions
	Estimated Annual Average FTE over its Active Years
	Average Error, Est -Actual
	Average Error, Pct of Actual
	Average Absolute Error
	Average Absolute Error, Pct of Actual

	Site01
	5.16
	5.83
	0.66
	12.9%
	0.66
	12.9%

	Site02
	8.40
	4.26
	-4.14
	-49.3%
	4.14
	49.3%

	Site03
	10.92
	11.00
	0.08
	0.7%
	0.08
	0.7%

	Site04
	2.87
	7.61
	4.75
	165.5%
	4.75
	165.5%

	Site05
	1.78
	6.40
	4.61
	258.6%
	4.61
	258.6%

	Site06
	12.75
	12.10
	-0.65
	-5.1%
	0.65
	5.1%

	Site07
	17.64
	13.68
	-3.97
	-22.5%
	3.97
	22.5%

	Site08
	6.45
	9.32
	2.87
	44.6%
	2.87
	44.6%

	Site09
	12.71
	9.07
	-3.64
	-28.7%
	3.64
	28.7%

	Site10
	22.45
	18.82
	-3.63
	-16.2%
	3.63
	16.2%

	Site11
	12.43
	9.66
	-2.77
	-22.3%
	2.77
	22.3%

	Site12
	20.29
	17.82
	-2.47
	-12.2%
	2.47
	12.2%

	Site13
	13.50
	11.02
	-2.48
	-18.3%
	2.48
	18.3%

	Site14
	4.85
	7.07
	2.22
	45.7%
	2.22
	45.7%

	Site15
	1.44
	4.60
	3.16
	220.2%
	3.16
	220.2%

	Site17
	28.00
	26.33
	-1.67
	-6.0%
	1.67
	6.0%

	Site18
	10.17
	8.58
	-1.60
	-15.7%
	1.60
	15.7%

	Site19
	6.79
	8.59
	1.80
	26.5%
	1.80
	26.5%

	Site20
	20.49
	19.16
	-1.34
	-6.5%
	1.34
	6.5%

	Site21
	11.20
	5.10
	-6.10
	-54.5%
	6.10
	54.5%

	Site22
	2.43
	6.26
	3.82
	157.0%
	3.82
	157.0%

	Site23
	23.06
	24.60
	1.54
	6.7%
	1.54
	6.7%

	Site24
	10.07
	10.12
	0.05
	0.5%
	0.05
	0.5%

	Site26
	2.34
	4.02
	1.68
	71.8%
	1.68
	71.8%

	Site27
	21.07
	20.57
	-0.50
	-2.4%
	0.50
	2.4%

	Site28
	5.59
	6.17
	0.59
	10.5%
	0.59
	10.5%

	Site29
	3.48
	4.34
	0.86
	24.6%
	0.86
	24.6%

	Site30
	3.28
	8.61
	5.33
	162.8%
	5.33
	162.8%


Table 3-2 below presents an overall summary of the independent testing results for the Version 2.1 CET.

         Table 3-2 – Version 2.1 CET Error Measurement Summary

	Item
	Version 1
	Version 2
	Version 2.1

	Test Activities
	21
	25
	28

	Average Typical Error
	2.78
	2.47
	2.46

	Avg Typical Error Pct.
	21.2%
	22.4%
	22.9%

	Std Dev of Typical Error
	1.96
	1.36
	1.66

	Overall Average Error Pct.
	-3.3%
	1.6%
	-0.2%

	Activities w/Typical Error < 20%
	11
	12
	13

	Activities w/Typical Error < 30%
	16
	17
	18

	Activities w/Typical Error < 50%
	17
	18
	21

	Activities w/Typical Error < 75%
	17
	20
	23


Perhaps the best measure of performance is the average typical estimated error, which is the average of the annual absolute value of the FTE error for all of the independent test sites, and the percentage that this is of the average actual activity staff size (FTE).  It depicts how accurately the CET predicts FTE effort without allowing positive and negative estimation errors to cancel and over or under estimate the estimation error spread. The percentage normalizes for any shift in the average activity staff size.

Table 3-2 shows that a Version 2.1 CET user could expect on an average a typical estimation error of about 23% per year of life cycle estimation (or an expected annual typical error estimate of about 2.46 FTE for an average size activity of about 11 FTE) for all functions over the activity life cycle. This is essentially unchanged from the values of 22% and 2.47 for CET Version2, which in turn were a small improvement over a typical error of about 2.78 and 21% for the Version 1 CET, an improved average absolute error though with a slightly worse percentage due to the smaller average size of the data activity for Version 2.  It is a more significant improvement over the 3.3 FTEs and 25% for the Beta Test CET, 5 FTEs, 35% for the IOC CET, and 6 FTEs and 40% for the Working Prototype CET. 

It is SGT’s conclusion that the essentially flat percentage of absolute error (23%, 22%, 21% for the current and two previous CET / CDB combinations) indicates that the CET performance is now as good as it can be expected to be.

The standard deviation of the average typical error is a bit greater for Version 2.1, 1.66 compared to 1.36 for the Version 2 CET, which was down from 1.96 for the Version 1 CET, 2.83 for the Beta Test CET, 3.95 for the IOC CET and 5.45 for the Working Prototype CET. SGT attributes this to the large absolute errors for a few activities. Two such sites, Sites 5 and 15, that were included in the Version 2.1 performance measurement had been excluded from performance measurement for earlier CET versions. SGT was able to confirm / improve the CDB information for those activities, and chose to include them to broaden the base for performance measurement and accept that they would not help the overall CET “score”.

In Table 3-2 the overall average effort error measured across the twenty-five CDB data activities listed in Table 1 above is -0.3%. This error rate indicates a very low overall bias in the estimates produced by the Version 2.1 CET, and is an improvement over the 1.6% overall average error rate reported for the Version 2 CET. 

For the Version 2.1 CET, of the twenty-eight data activities used in the independent testing, twenty-three have a typical (i.e. absolute) error less than 75%, twenty-one have a typical error less than 50%, eighteen less than 30% and thirteen less than 20%. These are improvements of one in the 20% group, one in the 30% group, three in the 50% group, and three in the 75% group over the Version 2 CET.

There is one footnote to the Version 2.1 (and earlier) CET performance results described above. In addition to the exclusion of one data activity (the GES DAAC ESC activity, Site 16), within a number of CDB data activities, the CET did not attempt to make an estimate for a particular function, because of incomplete, suspect, or extraordinarily atypical information about those particular functions. Inclusion of Site16 would have resulted in a higher error measure, but in our judgment a less useful measure distorted by an attempt to estimate an extreme. The underlying assumption is that the excluded extreme cases would be unlikely to be representative of new data activities for which CET estimates will be made.
3.3.2
Tuning the CET  

Tuning of the CET is performed to minimize the error of effort estimates for the CDB data activities as they are put through the testing cycle described in Section 3.3.1 above. The basic premise of this approach to tuning the CET is that the data activities in the CDB are indeed comparable to a new data activity being planned, so that tuning the CET to produce the best possible estimates for the set of existing CDB data activities enables the CET to produce the best possible estimates for new data activities.

Tuning of the CET to produce the best possible estimates for the CDB data activities has the advantage of comparing the CET’s estimates to real values; CET estimates of staffing are compared to the actual staffing of CDB data activities. 

Tuning of the CET is accomplished by adjusting a set of tuning ‘knobs’ built into the CET’s effort estimating procedures. These include the following:

a. The volume and product coefficients in the formula for computing ‘work’;

b. The thresholds used for screening CDB data activities for ‘nearness’ to the new data activity for which an estimate is being produced;

c. Within each functional area, the weight assigned to the workload parameters used in the estimation of technical and operations labor;

d. Also within each functional area, the values of multipliers used to adjust components of the effort estimate based on a comparison of the value of the workload parameter for the new data activity with the average value of that parameter for the CDB data activities used in preparation of the estimate for that functional area;

e. Also within each functional area, the values of the multipliers used to adjust the final effort estimate based on a comparison of the value of level of service parameters for the new data activity with the average value of the same level of service parameters for the CDB data activities used in preparation of the estimate for the functional area;

f. Finally, for each functional area, an overall ‘volume control’ intended to adjust the final effort estimate for any consistent bias.

3.4
  Notes on Ingest Effort Estimation

The ingest functional area includes only operations effort.  Any technical-level analysis related to input data is accounted for under the Processing functional area.
Ingest consists only of handling one or more ingest streams. The estimation of operations effort follows the basic “curve -fit” approach outlined in Section 3.1 above, with “tuning” options for “nearness” testing and cluster outlier removal.
Ingest operations effort is estimated as a function of five weighted workload parameters: the number of external interfaces, ingest product types, product counts, volume, and, as alternative to products and volume separately, work.  Individual effort components (i.e. the estimates based on individual parameters) are adjusted by comparison of new data activity values to corresponding CDB average values.  
Level of service adjustments are made to the final ingest operations effort estimate based on the Ingest LOS, Ingest Automation LOS, and Ingest Mode. (See the CET Users’ Guide for definition of these.) For Ingest LOS, if the new data activity’s Ingest LOS is higher than the CDB average Ingest LOS, the effort estimate is increased, and if it is lower, decreased. If the Ingest Automation LOS of the new data activity is higher than the CDB average, then the ingest function of the new data activity is more highly automated than the CDB average, and the effort estimate is reduced, and if the Automation LOS is lower, the effort estimate is increased. If the ingest function for the new data activity’s Ingest Mode indicates that the ingest workload includes any ingest of data received on physical media, the effort estimate is increased, and a minimum level of 1.0 FTE is ensured.
Other workload parameters used in prototype versions of the CET (e.g. ingest formats, counts of formats, format conversions) have been dropped due to a lack of sufficient CDB information. There was also a fundamental uncertainty in the definition of a distinct ‘format’. Even when a formatting system such as HDF is used, the detailed data or product formats are unique for each type. Since a count of product types is already used, a product format count parameter that becomes another count of product types is not needed.

3.5
  Notes on Processing Effort Estimation

The processing functional area includes both operations and technical effort, based on CDB information.

Processing includes generation of operational product stream(s), non-operational product generation, and reprocessing. A data activity may have operational processing, non-operational processing, or both. If a data activity has operational processing, it may have reprocessing (there is no allowance for reprocessing of non-operational processing).

For the new data activity, reprocessing product counts and volumes are computed for product types for which planned reprocessing was indicated by the reprocessing LOS and reprocessing plan parameters provided for the processing streams. These are added to the operational processing and non-operational processing workload values to produce the new data activity’s intermediate parameters.

For the CDB activities, processing workload intermediate parameters include the sum of operational processing, reprocessing, and non-operational processing parameters collected from the activities.

The estimation of operational and technical effort for the processing functional area follows the basic “curve-fit” approach outlined in Section 3.1 above, with “tuning” options for “nearness” testing and cluster outlier removal.

Processing operations effort is a function of three weighted workload parameters: product types generated operationally, count of total products generated, and total volume generated. In each case, these include new operational product counts and volume, reprocessed product counts and volumes, non-operational product counts and volumes. Effort components (i.e. the estimates based on individual parameters) are adjusted by comparison of new data activity values to corresponding CDB average values.

Level of service adjustments are made to the final processing operations effort estimate based on the Operational Processing LOS, and/or Non-Operational Processing LOS, and Processing Automation LOS. For the Operational and/or Non-Operational Processing LOS, if the new data activity’s LOS is higher than the CDB average LOS, the effort estimate is increased, and if it is lower, decreased. If the Processing Automation LOS of the new data activity is higher than the CDB average, then the processing function of the new data activity is more highly automated than the CDB average, and the effort estimate is reduced, and if the Automation LOS is lower, the effort estimate is increased. 

Support has been found in the CDB information for technical effort in the processing area, especially where product software is integrated and tested and science QA and validation are performed. Processing technical effort is a function of three weighted workload parameters: product types generated, product types integrated (i.e., where science software from an outside source is integrated and tested and put into production), and product types where science QA and validation are performed by data activity staff (in some cases the outside source, such as a P.I. team, retains the responsibility for science QA). Processing technical effort components (i.e. the estimates based on individual parameters) are adjusted by comparison of new data activity values to corresponding CDB average values. 

Level of service adjustments are made to the final processing technical effort estimate based on the Calibration - Validation LOS. If the new data activity’s Calibration - Validation LOS indicates calibration - validation effort will be performed, the processing technical effort estimate is increased, and if not it is left unchanged. 

As noted in Section 3.4 above for ingest, product formats are no longer used as a workload parameter. 

In the future it may be desirable to use the number of production jobs executed as a processing parameter if CDB information for this can be obtained. It may be desirable to use a production complexity parameter to produce better estimates, since this can vary greatly, again if CDB information for it can be obtained.

3.6
  Notes on Documentation Effort Estimation

The documentation functional area includes only technical effort.

Documentation technical effort does not use the general approach described in section 3.1 above, due to the lack of sufficient information in the CDB. Instead, the base estimate of documentation technical effort is the average technical effort for those data activities in the CDB for which that information is available.

Level of service adjustments are made to the final documentation technical effort estimate based on the Documentation LOS, User Comment LOS, and Distribution Scope. For the Documentation LOS, if the new data activity’s LOS indicates documentation to LTA standard, effort is added to the base estimate, and if the LOS indicates documentation to a current use standard, a smaller amount of effort is added to the base estimate.  For the User Comment LOS, if the new data activity’s LOS indicates routine use of user comments, effort is added to the base estimate, and if the LSO indicates occasional use of user comments, a smaller amount of effort is added to the base estimate.  For the Distribution Scope, if the Distribution Scope indicates public distribution, then effort is added to the base estimate (assuming extra documentation effort is required to support a broad user community).

3.7
 Notes on Archive Effort Estimation

The term “archive” in this context refers to the storage of data and products by the data activity  whether temporarily (i.e. in “working storage”), for years prior to migration to a true long term archive, or indefinitely as a true long term archive, as indicated by the Archive Purpose parameter.

The archive functional area includes only operations effort.  Analysis of the CDB information shows that the archive function is in almost every case highly automated (e.g. the use of robotic storage is ubiquitous) and so there is no distinction to be drawn on the basis of degree of automation and thus no archive automation LOS.

Archive functional area intermediate parameters for both CDB data activities and the new data activity include year-by-year archive volume moved, archive transactions, and cumulative volume. 

Archive volume moved is the year-by-year sum of the ingest volume and processing volume, on the assumption that all products ingested or produced are added to the archive. 

Cumulative volume is the total to-date volume contained in the archive, the accumulating sum of all volume added, including backup archive volume according to the backup fraction parameter, less any volume deleted.

Archive transactions are the sum of archive inserts and archive deletes. Archive inserts is the year-by-year sum of all products ingested and produced. Archive deletes is the total number of products removed from the archive each year. The count of archive transactions also includes archive reads made as part of random screening for quality (i.e. to detect archive media problems) according to the archive monitoring LOS.

Archive deletion is included in the current version of the CET. It is based on the retention period parameter associated with ingest and processing streams, which can specify a finite retention for the products included in a stream. It is also based on the reprocessing plan, which may specify deletion of the ‘original’ data when a new reprocessed version is produced.
In the future, products read from the archive for distribution will be added to the archive volume moved and archive transactions.

The estimation of operations effort for the Archive functional area follows the basic “curve-fit” approach outlined in section 3.1 above, with “tuning” options for “nearness” testing and cluster outlier removal.

Primary and backup archive are included, and ‘archive’ can be short term temporary ‘working storage’ as appropriate for an activity. 

Archive operations effort is a function of six weighted workload parameters: product types archived, archive transactions, archive volume moved, cumulative volume, archived product count, and archive work.  Effort components (i.e. the estimates based on individual parameters) are adjusted by comparison of new data activity values to corresponding CDB average values. 

Level of service adjustments are made to the final archive operations effort estimate based on the Archive Purpose parameter. If the new data activity’s Archive Purpose is temporary working storage, the archive operations estimate is set to a low effort level consistent with CDB activities that use only working storage.

“Archive media units” is no longer used as a workload parameter.

3.8
  Notes on Access and Distribution Effort Estimation

The access and distribution functional area includes only operations effort.

Access and Distribution includes operational distribution stream(s) of one or more product types each, and ‘by request’ distribution. In all cases, distribution can be by network and/or media. The estimation of operational and technical effort for the Access and Distribution functional area follows the basic “curve-fit” approach outlined in Section 3.1 above, with “tuning” options for “nearness” testing and cluster outlier removal.

For both the new data activity and CDB data activities, access and distribution intermediate parameters include the total year-by-year number of product types distributed, products distributed, and distribution work. The count of product types distributed is the number of product types archived, on the assumption that all products in the archive are available for distribution. The year-by-year totals of products distributed and volume distributed include all products and volume distributed by operational distribution streams and by-request distribution, and include both distribution by network and by media.

Access and distribution operations effort is a function of four weighted workload parameters (as they apply to a given new data activity): total product types distributed, total count of products   distributed, total volume distributed, and total distribution work. Access and distribution effort components (i.e. the estimates based on individual parameters) are adjusted by comparison of new data activity values to corresponding CDB average values. 

Level of service adjustments are made to the final access and distribution operations effort estimate based on the Distribution Means LOS. The implicit assumption is that a typical data activity performs less than half of its distribution (volume) by media. If the new data activity’s LOS indicates that distribution is all by network, the access and distribution effort is set to a small level consistent with information for CDB data activities with only network distribution, an implicit assumption that such distribution is highly automated.  If the Distribution Means LOS indicates substantial distribution by media, the access and distribution effort is adjusted up accordingly.

As noted in Section 3.4 above for ingest, product formats are no longer used as a workload parameter. 

3.9
  Notes on User Support Effort Estimation

The user support functional area includes both technical and operations effort, based on the information about the data activities in the CDB.

For both the new data activity and data activities in the CDB the CET computes as an intermediate parameter the year-by-year number of users contacted (i.e., the number of distinct users with whom the user support staff make some form of contact, by email, telephone, letter, visit, etc.), and the number of user contacts (the total number of emails, telephone calls, etc., for all users contacted). 

For the new data activity, the number of users contacted is the number of by-request distribution users multiplied by the user multiplier parameter (the estimated number of times per year that an individual by request distribution user will contact the user support staff).  The year-by-year number of user contacts is the number of users contacted multiplied by the average contacts-per user-per-year parameter.

For CDB data activities, the number of users contacted and user contacts are based on information provided by the activities.

The estimation of operational and technical effort for the User Support functional area does not follow the approach outlined in Section 3.1 above.  Instead, a “nearness” test is used to screen for CDB activities to be used for computation of the user support effort estimates. The ‘nearness’ parameter is the number of users contacted. Then the average operations and technical effort for the CDB data activities that pass the nearness test are used as the base estimates for the new data activity, with a minimum level assigned if the screening passes no CDB data activities.

Level of service adjustments are made to the final user support operations and technical effort estimates based on the distribution scope and user contacts parameters. If the distribution scope indicates public distribution, the base estimates of operations and technical effort are increased, and if the projected number of user contacts is less than the average for the CDB data activities the base estimates of user support effort are reduced. If the distribution scope indicates limited distribution, the base estimates for user support operations and technical effort are increased if the user contacts projected for the new data activity exceed the average user contacts for the CDB data activities, and reduced if they are less than the average for CDB data activities.

3.10
  Notes on Implementation Effort and Non-Staff Items Estimation

The Implementation functional area includes both technical effort (no operations effort) and non-staff cost items.

3.10.1    Implementation Effort Estimation

The estimation of implementation effort is a two-step process, in which both steps follow the basic “curve-fit” approach outlined in section 3.1 above, including for each step the use of a “nearness” test to select the CDB activities to be used for computation of the estimate. 

The first step is the estimation of the total amount of new software to be developed, i.e. SLOC, and the second step is the estimation of the total technical effort that will be required to develop the new software. The “curve-fit” approach is used for both the SLOC and effort estimates.

The estimated total implementation effort is spread evenly over the specified implementation period. Note that continuing implementation effort after the implementation period is assumed to be covered by sustaining engineering (see section 3.11 below).

3.10.1.1 Estimation of SLOC

The CET computes several intermediate parameters used in the estimation of new SLOC to be developed.  These are total operations staff for the main operations areas of ingest, processing, archive, and distribution; and total work, the sum of ingest, processing, archive, and distribution work.  Total volume and products handled are also summed over ingest, processing, archive, and distribution. Total product types handled is the count of product types archived, on the assumption that every type of product handled is included in the archive.

An overall automation score for the new data activity and for each CDB data activity is computed from the ingest automation LOS, processing automation LOS, and distribution means LOS (note that the archive function is treated as highly automated in all cases). An average automation score for the CDB data activities to be used in computing the SLOC estimate is computed.

The estimate of SLOC to be implemented is a function of five weighted parameters: total operations effort for main operational functional areas, total product types handled, total products handled, total volume handled, and total work. This selection of parameters and their weighting will be reconsidered as the CDB information is expanded. A single base estimate for the total SLOC to be developed is made (as opposed to the year-by-year estimates of effort described in previous sections). No adjustments are made to the components of the SLOC estimate.

The automation score is applied to the SLOC estimate. If the new data activity has a higher value than the CDB data activity average, the new data activity is more automated than the CDB average. It is assumed that this implies more complex software, and hence more SLOC, so an addition is made to the base estimate of SLOC. Conversely, if the new data activity has a lower automation score, then it is less automated, implying less complex software, thus fewer SLOC, and a reduction is made to the base SLOC estimate.

The total SLOC estimate is used next to estimate implementation effort, and in the estimation of sustaining engineering effort discussed in section 3.11 below.

3.10.1.2 Estimation of Implementation Effort

The estimate of implementation technical effort is a function of the total amount of new SLOC to be developed. A single base estimate for the total implementation effort required is made (as opposed to the year-by-year estimates of effort described in previous sections). No level of service adjustment (e.g. for automation score) is made to total implementation effort estimate since such adjustments were made to the SLOC estimate.

The total estimated implementation effort for the new data activity is then spread evenly over the new data activity’s implementation period.

This approach does not account for reuse (other than the implicit assumption that reuse by the new activity will be at about the same level as reuse by the CDB activities) or a major system refresh during the life of a new activity.  

3.10.2     Implementation Non-Staff Cost Estimation

Non-staff implementation items for which estimates are produced include system purchase cost, COTS software license purchase cost, and facility preparation costs. The estimates for these costs will be spread evenly over the new data activity’s implementation period.

3.10.2.1 System Purchase Cost

System purchase cost includes the purchase of all hardware and the operating system and software bundled with the operating system.

The estimate of system purchase price has to take into account the rapid change in price for a given level of capability (e.g. processing power) that is a consequence of the rapid development of computing technology.  The CET does this by normalizing CDB information on system purchase costs to a common base year, then producing a base estimate for the system purchase price for a new data activity in terms of the same base year, and finally projecting the base year estimate forward to the planned implementation period for the new data activity.

“Moore’s law”, which calls for a doubling of capability for a given price (or halving of price for a given capability) every eighteen months, has proven to be a reliable predictor for changes in processing hardware cost.  The CET uses a more conservative price reduction factor of 25% per year, which yields a price after 3 years of 42% of the base year price, compared to 25% for Moore's Law (halving in 18 months, twice).  The reason for the more conservative factor is that for the CET the system purchase price includes peripherals, which decrease at slower rates, and operating system software, which generally does not decrease.
As an intermediate parameter, the normalized system purchase cost is computed for each CDB data activity for which system purchase cost information is available.  The normalized cost is the ‘raw’ cost adjusted to a base year using the price reduction factor described above.  The CET also computes the total staff count for all of the CDB data activities to be used in making the estimate, and the estimated total staffing for the new data activity.

The estimation of base year system purchase cost follows the basic “curve-fit” approach outlined in section 3.1 above.

The estimate of base year system purchase cost is a function of three weighted parameters: total effort, total volume handled, and total work. This selection of parameters and their weighting will be reconsidered as the CDB information is expanded. A single base estimate for the total base year system purchase cost is made (as opposed to the year-by-year estimates of effort described in previous sections). No adjustments are made to the components of the estimate.

The base year system purchase price is then projected forward to the new data activity’s implementation period, and spread over the implementation period (the base year cost is divided into equal portions for each year of the implementation period, and then each implementation period year’s cost is reduced according to the CET’s price reduction factor (see above)).

3.10.2.2 COTS Software License Purchase Cost

The estimation of COTS software license cost does not use the “curve-fit” approach. Nor is there any allowance for price reduction a ‘la a “Moore’s law” factor; the cost of COTS software has not been observed to decline.

The CET computes CDB average COTS software license costs for two classes of data activity, small and large, based on whether the data activity’s total volume handled is above or below the CDB data activity average volume handled. The CDB average volume used is a value computed after deleting data activities with extraordinarily large total volume handled, i.e. greater than 1000 TB per year.

To make the estimate of COTS software license purchase cost for the new data activity, the CET first determines whether the new ADS activity falls into large or small class. If the new data activity is large, then the CET uses the CDB average COTS software license purchase cost for large data activities, if it is small, the average for small activities. The cost is then spread evenly over the implementation period.

3.10.2.3 Facility Preparation Cost

Facility preparation cost is the cost of outfitting of existing space, excluding major construction (i.e., the cost of building a new building or adding on to an existing structure.) Included are costs for installation of power, cooling, false floors, partitions, furnishings, etc., to get the space ready to use.

The CET assumes that facility preparation costs can range from $50K to $150K, for small to large data activities, based on maximum staff size. The maximum staff size over the life of a data activity is the total staff for the year when that value is the greatest. As an intermediate parameter, the CET computes the maximum year staff size for each CDB data activity.

In making the estimate, the CET uses the maximum year staff size for the new data activity, and computes an estimated facility preparation cost within the range of $50K to $150K by interpolating between the greatest value of maximum year staff size for a CDB data activity (set to correspond to $150K) and the lowest value (set to correspond to $50K).

3.11
  Notes on Sustaining Engineering Effort Estimation

The sustaining engineering functional area contains only technical effort, and is computed for the period that follows the implementation period (usually the operations period but implementation and operations may overlap).

The estimation of technical effort for the Sustaining Engineering functional area follows the basic “curve-fit” approach outlined in Section 3.1 above, including the use of a “nearness” test to select the CDB activities to be used for computation of the estimate. 

Sustaining engineering technical effort is a function of two weighted parameters: total SLOC to be maintained and the total staff for the main operational functions (ingest, processing, archive, and distribution). Sustaining engineering effort components (i.e. the estimates based on individual parameters) are not adjusted. The base sustaining engineering estimate is the year-by-year weighted average of the sustaining engineering effort components.

Level of service adjustments are made to the base sustaining engineering technical effort estimate based on the sustaining engineering LOS and the automation score. If the new data activity has a lower sustaining engineering LOS than the average for CDB data activities, the base estimate of sustaining engineering technical effort is reduced. If the new data activity has a higher LOS than the CDB average, the base estimate is increased.  If the new data activity has a higher automation score than the average for CDB data activities, the base estimate of sustaining engineering technical effort is increased; more automation means more complex software and more effort required to sustain it. If the new data activity has a lower automation score than the CDB average, the base estimate of sustaining engineering technical effort is decreased since less automation suggests simpler software with less effort required to sustain it.

Note that while sustaining engineering is intended to include some degree of implementation after the implementation period (i.e., ongoing or periodic enhancement and addition of minor features) it does not include an allowance for major new functions or re-engineering.

3.12
  Notes on Engineering Support Effort Estimation

The estimation of technical effort for the Engineering Support functional area does not use the “curve-fit approach”. Instead, the CET simply uses the CDB average as a base estimate, and includes the use of a “nearness” test to select the CDB activities to be used for computation of the estimate. The estimate is incremented if the new activity LOS is higher (i.e., lower in value) than the CDB average LOS. 

Level of service adjustments are made to the base engineering support technical effort estimate based on the engineering support LOS and the automation score. If the new data activity has a lower engineering support LOS than the average for CDB data activities, the base estimate of engineering support technical effort is reduced. If the new data activity has a higher LOS than the CDB average, the base estimate is increased. If the new data activity has the lowest engineering support LOS the technical effort is set to a low level typical of CDB data activities with the lowest LOS. 
If the new data activity has a higher automation score than the average for CDB data activities, the base estimate of engineering support technical effort is increased; more automation means more overall system complexity and more effort required for engineering support. If the new data activity has a lower automation score than the CDB average, the base estimate of engineering support technical effort is decreased; less automation, less complex overall system, less engineering support effort required.

3.13
  Notes on Technical Coordination Effort Estimation

The estimation of technical effort for the Technical Coordination functional area is based on a table of fixed ‘plug values’ for each area of technical coordination. Effort (constant over the life cycle) is added for each area flagged as applicable to the new data activity. 

3.14
  Notes on Management Effort Estimation

Management effort includes three components: activity-level management and coordination (e.g. a data activity manager, a project scientist, etc.); second-level management, i.e. management of functional areas within the data activity; and administrative support. 

The “curve-fit” approach is not used for estimating management effort.

As an intermediate parameter, the CET computes the total “working” effort for each of the CDB data activities, and the estimated total working effort for the new data activity. Working effort includes all of the effort except for management. The CET computes averages of activity-level management effort, second-level management effort, and administrative support effort. The CET then computes the ratios of each of these components to the CDB average working effort.

The CET then estimates the three components of management effort for the new data activity by multiplying the new data activity’s estimated working effort by the appropriate ratio.

3.15
  Notes on Miscellaneous Non-Staff Cost Items Estimation

Miscellaneous non-staff cost items are system maintenance cost, recurring COTS SW licensing cost, recurring facility cost, recurring network / communications cost, supplies cost, training cost, travel cost, data purchase cost, and computer services cost.

3.15.1 System Maintenance Cost

Annual System Maintenance cost is estimated as 10% of the original system purchase price, and includes hardware maintenance and operating system fixes and upgrades. The CET uses the base year system cost without reduction - maintenance especially of system software does not decline.
3.15.2 Recurring COTS SW Licensing Cost

Recurring COTS software license cost is estimated as 12% of the original license purchase price.

The CET uses the base year license cost without reduction - the cost of COTS software does not decline.
3.15.3
 Recurring Facility Cost

Recurring facility cost includes utilities, facility upkeep, etc., not initial outfitting or furnishing.

The CET assumes a fixed per-FTE rate of 15K$ per estimated ADS staff FTE, based on data from NOAA (14K), LaRC (20K), T/P Facility (11.5K), some etc.

Note - this cost applies every year, on top of facility prep in early years, since as soon as there is staff, there are costs covered by this.

3.15.4   Recurring Network / Communications Cost

The CET estimate for recurring network / communication cost is based on total volume ingested and distributed by network. The CET assumes a T1 gross rate of 1.5 mbits / sec, or 0.19 MBytes/sec. The CET assumes an overall efficiency of 70%, and thus a net rate of 0.13 MBytes/sec, which is 11.23 GB/day (.13 x 86,400 /1000) or 4100 GB/Year (11.23 x 365), or 4.1 TB/Year.

The CET assumes a base year (2003) cost of $3.6K / year per full T1, per 2003 commercial rates, and a future rate cost reduction factor of 25% (note - Grid article claims a nine month halving time!)

The CET assumes a minimum requirement for a site of one full T1.
3.15.5   Supplies Cost

The CET assumes three components to Supplies Cost: General Supplies, including office IT, miscellaneous etc.; Archive Media; and Distribution Media.
3.15.5.1 General Supplies

The CET assumes a base rate of $10K / year plus 1.5K per FTE.
3.15.5.2 Archive Media

The CET assumes a base year (2003) average media unit capacity of 50GB (DLT tape), and cost of $100 per tape, or $2 per GB. This might be a bit high, but tapes will not be 100% full.
The CET assumes a price reduction rate of 15% per year (consistent with ESDSI/SOO Vanessa Griffin's May 2003 email).
The CET skips and zeros out costs if there is no archive function indicated for ADS.
3.15.5.3 Distribution Media

The CET uses ESDIS/SOO Vanessa Griffin’s May 2003 table, which projects a changing mix of distribution media for FY2003 - FY2006, and costs including media, postage / shipping, spread over the DAACs.

The CET assumes the DAAC average cost to be roughly equivalent to a CDB average, i.e. an assumption that overall DAAC average is roughly overall CDB activity average.

The DAAC average cost was 35K in the base year 2003, and the CET assume an annual reduction in media cost of 15%.
The estimate for a new data activity uses this data in conjunction with the Distribution Means LOS as follows:
If the Distribution Means LOS is 1, there is no Media distribution, and therefore no cost.

If the Distribution Means LOS is 2, then there is some Media distribution (less than half of total distribution). The CET uses half the average cost as a base, and bumps it up or down 20% if ADS activity media volume is larger or smaller than CDB average.

If it the Distribution Means LOS is 3, then there is mostly Media distribution. The CET uses the full average price as base, and bumps it up or down 20% if ADS activity media volume is larger or smaller than CDB average.
3.15.5.4 Training Cost

Training costs are estimated as a function of technical and operations staffing level. A base cost of $1500 per year per person trained is assumed. It is assumed that 75% of the technical and operations staff receives training in each of the pre-operations implementation years, and in the first year of operations. It is assumed that 25% of the technical and operations staff receive training in each of the remaining operating years, covering refresh/update and staff turnover.

3.15.5.5 Travel Cost

The travel cost is provided by the user as an annual travel budget for the new data activity.

3.15.5.6 Data Purchase Cost

The data purchase cost is provided by the user as an annual data purchase budget for the new data activity.

3.15.5.7 Computer Services Cost

Computer services cost can include any form of IT support obtained by the data activity from an outside source; e.g., processing capacity, reproduction and distribution of media, etc., that the user wishes to have included in the CET’s life cycle cost estimate. The computer services cost is provided by the user as an annual computer services budget for the new data activity.  

3.16
  Notes on ‘By Request’ Distribution Estimation

A simple approach is used to project the number of estimated by-request users per year, the number of requests per year, the number of products and volume distributed by request on media per year, and the number of products and volume distributed by request by network per year.  The inputs provided by the user describing the new activity are the peak yearly number of users, average number of requests submitted per year by each user, average number of products per request, and the proportion of the products and volume that will be requested for network delivery. Inputs from the archive functional area are the number of product types, product counts, and total volume that is available for distribution.

The CET uses a simple growth curve for the number of users that projects an initial sharp increase leveling out over the last portion of the operations period, finally reaching the maximum value provided by the user.  
A logarithmic equation, Y = .a*ln(X)+b, is used to compute a the fraction of the maximum Y for each year X, where a = .33 and b = .25.  The year used in the equation must be rescaled to a 1 to 12 year base that was used to derive the equation, i.e. if the number of years in the operating period was 5, 5 must be mapped to 12 and years 2, 3, and 4 will be mapped linearly between 2 and 11. The Y values (each between 0 and 1) is then multiplied by the maximum expected value of each by request parameter (e.g. number of by request users) to obtain the value for each year.
Then the number of requests and products requested per year are computed from the user-provided averages, and the volume is computed using an average product size from the archive information.

3.17
  CET Sensitivity Test

The CET includes a sensitivity test function that is intended to allow a user to evaluate the sensitivity of its estimates of total life cycle FTE to variations in workload parameters associated with the operating functions of ingest, processing, archive and distribution. This section will provide background information on an analysis of CET sensitivity in section 3.17.1 and discuss the implementation of a sensitivity test capability in the CET in section 3.17.2
3.17.1 
 CET Sensitivity Analysis
This section describes the CET sensitivity analysis performed (November 2004 – January 2005) with the Version 1 CET, using then current baseline versions of the Comparables Database (the CDB file named CompDB) and the test Activity Dataset (ADS) database (the ADS file named ADSDB) used for measurement of CET performance.

The goal of the analysis was to examine the effect of changes in inputs to the CET’s estimating process to the outputs produce by the process, in particular the CET’s FTE estimates. This is equivalent to examining how sensitive the CET’s FTE estimates are to variations in the input data on which the estimates are based. The analysis focuses on sensitivity to workload parameters that flow from the data activity’s mission, e.g. products ingested, generated, distributed, or data volumes handled, etc., rather than rule-based items like levels of service (LOS), in part to keep the analysis manageable in terms of the number of different items and relationships considered.

The sensitivity of the CET is treated as a two level question. The first level is the examination of the sensitivity of the CET’s FTE estimates for individual functional areas to variations in the workload parameters for that area. The second level is the examination of the sensitivity of the CET’s overall FTE estimate to variations in the FTE estimates for the individual functional areas.

The sensitivity analysis was performed by running the CET exerciser over the 21 CDB sites, using the set of 21 ADS’s for these sites that are contained in the ADSDB. Sensitivities are calculated for each of the sites, and a summary roll-up is produced that includes sensitivity results from all 21 sites and summary statistical data.  This section discusses the method by which the sensitivities are calculated (section 3.17.1.1), present the sensitivity results (section 3.17.1.2), and conclusions that can be drawn from them (section 3.17.1.3).

3.17.1.1 Calculated Sensitivity

Sensitivity is first defined in general. The sensitivity calculation performed by the CET is then discussed in two parts, first for the estimates for individual functional areas and secondly for the overall activity FTE estimate.

A. Sensitivity Defined

In general, sensitivity is akin to a first derivative. A variation or change in a parameter that drives estimated FTE produces a change in estimated FTE.  The driving parameter can be a workload parameter or a lower level FTE component. The sensitivity is the ratio of the change of estimated FTE divided by the change in the driving parameter. For example, if the driving parameter is data volume, the sensitivity is the change in estimated FTE for a year (e.g. for ingest operations) divided by the change in data volume for a year (e.g. ingested data volume), with units like FTE per TB.

In order to enable comparison between FTE sensitivities to various driving parameters, such as between data volume, product types, or product count, the ratio of the fractional or percent (%) change in FTE to the fractional or % change in the driving parameter is calculated, resulting dimensionless values that can be compared to each other. This avoids attempting to compare FTE per TB to FTE per product, etc.

Increases in the driving parameter will generally produce increases in estimated FTE, and decreases will produce decreases, but the sensitivity is a measure of the magnitude of the change ratios and so the absolute value of the ratio of fractional or % changes of estimated FTE to driving parameter is used.

The sensitivity value can be as small as 0, when there is no change in the estimated FTE resulting from a change in the driving parameter, ranging to 0.5 when the % change in the estimated FTE is one half the % change in the driving parameter (e.g. if a 20% change in ingest data volume results in a 10% change in ingest operations FTE), to 1.0 when the % change in the estimated FTE equals the % change in the driving parameter, to 2.0 when the % change in the estimated FTE is twice the % change in the driving parameter, etc.

For simplicity, a standard set of variations of the driving parameters was used in the analysis, variations of +20%, +50%, -20%, and -50% from the parameter’s nominal estimated value. A corresponding change in estimated FTE to each of the four variations in the estimated driving parameter was calculated, and then an average of the four sensitivities was computed. The average value was taken as the measure of sensitivity.
B. Functional Area Sensitivity

Functional area sensitivities were computed for those areas whose FTE estimates are driven by workload parameters: ingest (operations FTE), processing (operations and technical FTE separately), archive (operations FTE), distribution (operations FTE), and implementation (SLOC and technical FTE, see below). The CET generates year by year FTE estimates by a process that involves calculating an FTE estimate for each workload parameter and then calculating a weighted average of these to produce the final (subject to LOS adjustments and tuning adjustments, to be discussed below) FTE estimate for the functional area. The weighting factor is the square of the Pearson correlation coefficient (a.k.a. the “R Squared value”) for the curve used to calculate the FTE estimate for each workload parameter, thus giving the greater weight to the workload parameters whose curves have the better correlation.

Since the goal is to compare the relative sensitivity of the functional area FTE estimate to the different workload parameters driving it, the individual workload parameter sensitivities must reflect the weighting factors used when the FTE estimate components are combined to produce the FTE estimate for the functional area, so that comparisons are made between weighted sensitivities. Otherwise a very high “raw” sensitivity value for a particular parameter might create the impression that that parameter is a critical driver of estimated FTE, when in fact if it has a very low weight it is not a major driver.

The following is the sequence of steps by which the functional area sensitivities are calculated. The sequence is performed for each workload parameter (the sequential computation having the effect of holding all of the other workload parameters constant while a variation of just one is considered):

1. For each year, a group of five FTE estimates is computed, the ‘nominal’ estimate, and one for each of the four test thresholds (+50%, +20%, -20%, -50%) where the workload parameter is varied (i.e. increased and decreased by 20% and 50%) and an FTE estimate is computed using the CET’s curve-fitting equation.

2. Each FTE estimate is weighted by multiplying the estimated FTE value by the weighting factor for that parameter (its ‘R-Squared’ value) divided by the total of the weighting factors for all of the workload parameters used in the calculation of the functional area’s FTE estimate.

3. The year-by-year estimated FTE values are averaged, producing one set of five estimated FTE values for the workload parameter (corresponding to the four sensitivity thresholds and the ‘nominal’ estimate).

4. Four sensitivity values are computed, as absolute value of the difference between the test estimated FTE value and the nominal estimated FTE value divided by nominal value (yielding the fractional change in the FTE estimate) then divided by the sensitivity threshold for the test value (which is the fractional change in the workload value from the nominal value). 

5. The average of the four sensitivity values is computed and saved as the final result for the relative sensitivity of the estimated FTE to the workload parameter in question.

The computation of implementation FTE is performed in two steps. First the amount of estimated new SLOC to be developed is computed as a function of a set of workload parameters, and then implementation FTE is computed as a function of estimated SLOC. The process described above is followed for estimated SLOC, and then again for the estimated implementation FTE based on SLOC. The sensitivity results from both are carried forward for analysis.

The CET’s ‘final’ FTE estimates for each functional area are also influenced by the values of any applicable levels of service (LOS) and CET factory tuning adjustments. One could extend the sensitivity calculation to include the effects of variations in LOS and/or tuning parameters but the result would be to add great complexity to the computation, and results, without providing any additional insight into the relative influence of the driving workload parameters, and so, after reflection, one would not do so.

For each functional area, the process outlined above was followed for each workload parameter, and the results tabulated.

The results of the functional area sensitivity calculations are presented in section 3 below.

C.  Overall (Activity Level) Sensitivity

The goal of the overall sensitivity calculation is to allow comparison of the relative sensitivities of the CET’s overall activity level FTE estimate to the estimates from the ten functional areas for which FTE are estimated: ingest, processing, archive, distribution, documentation, user support, implementation, sustaining engineering, engineering support, and management.

Since comparison of relative sensitivity is the goal, the sensitivity value for each functional area is computed as the fractional (or percent) change in the overall FTE estimate that results from a fractional change in the estimated FTE for that functional area. The same four sensitivity threshold values are used (+50%, +20%, -20%, and -50%).

The following is the sequence of steps by which the overall activity sensitivity to functional areas are calculated. The sequence is performed for each functional area (the sequential computation having the effect of holding the other functional area estimated FTEs constant while a variation of just one is considered):

1. For each year, a group of four FTE estimates is computed, one for each of the four test thresholds (+50%, +20%, -20%, -50%) where the estimated functional area FTE is varied (i.e. increased and decreased by 20% and 50%) and a new overall FTE estimate is computed for each variation by adding or subtracting the difference between the nominal and new functional area estimate to the nominal overall estimate. For example, for a threshold value of 50%, if the ingest operations FTE is reduced by 1.5 FTE, then 1.5 FTE is subtracted from the nominal overall estimated FTE.

2. The year-by-year estimated FTE values are averaged, producing one set of five estimated overall FTE values for the variations in the functional area estimated FTE (corresponding to the four sensitivity thresholds and the ‘nominal’ estimate).

3. Four sensitivity values are computed, as the absolute value of the difference between the test estimated functional area FTE value and the nominal functional area estimated FTE value divided by the nominal overall estimated FTE value (yielding the fractional change in the overall FTE estimate, since the difference in functional area FTEs is the same as the difference in overall FTEs) then divided by the sensitivity threshold for the test value (which is the fractional change in the functional area estimated FTE from the corresponding nominal value). 

4. The average of the four sensitivity values is computed and saved as the final result for the relative sensitivity of the overall estimated FTE to the functional area estimated FTE in question.

The process outlined above was followed for each functional area, and the results tabulated.

The results of the overall activity level sensitivity calculations are presented in section 3.17.1.2 below.

3.17.1.2 Sensitivity Results

The processed outlined above for calculating functional area and overall activity level sensitivities were followed for each of the 21 CDB data activities used in CET performance measurement.

A. Functional Area Sensitivity

The sensitivity values for each of the functional areas are summarized in Tables 4 through 9 below. The data in each table reflects those sites for which the functional area is active and for which sensitivities were able to be computed for all of the workload parameters for the functional area.

In each table, the first column contains the average sensitivity value for the activities for which the function was active and usable for sensitivity analysis, followed by the maximum and minimum sensitivity values, and the standard deviation of the sensitivity. The next columns contain counts that show the distribution of each workload parameter’s sensitivity across the CDB data activities. The one’s (1’s) column contains the number of time the parameter had the highest sensitivity value for an activity, the 2’s column the number of times the parameter was second highest, etc. For example, in Table 3-3 below the Product Types Ingested workload parameter scored the highest sensitivity value and was the parameter that ingest ops FTE was most sensitive to for 15 data activities and second most sensitive to for 6 activities.

Table 3-3 – Ingest Ops Sensitivity Summary

	Ingest Ops FTE
	Avg.
	Max
	Min
	SD
	1’s
	2’s
	3’s
	4’s
	5’s

	Product Types Ingested
	0.772
	1.166
	0.153
	0.223
	15
	6
	0
	0
	0

	External Interfaces
	0.621
	1.239
	0.304
	0.306
	6
	9
	3
	0
	3

	Volume Ingested
	0.426
	0.526
	0.083
	0.097
	0
	3
	14
	2
	2

	Products Ingested
	0.193
	0.633
	0.008
	0.165
	0
	0
	3
	11
	7

	Ingest Work
	0.233
	0.641
	0.011
	0.191
	0
	2
	2
	8
	9


Ingest operations FTE estimates were strongly sensitive to product types ingested and external interfaces, then volume ingested, and distinctly less sensitive to products ingested and work.

   Table 3-4 – Processing Ops Sensitivity Summary
	Processing Ops FTE
	Avg.
	Max
	Min
	SD
	1’s
	2’s
	3’s
	4’s

	Volume Generated
	0.719
	3.530
	0.099
	0.978
	4
	3
	1
	3

	Products Generated
	0.693
	2.085
	0.016
	0.586
	5
	4
	0
	2

	Processing Work
	0.449
	0.880
	0.012
	0.281
	2
	5
	1
	1

	Product Types Generated
	0.152
	0.367
	0.017
	0.103
	0
	1
	5
	5


Processing operations FTE estimates were most sensitive to volume and products generated, less so to processing work, and much less sensitive to product types generated. Note that the range and variation of sensitivities is greater than was seen for ingest in table 3-2.
Table 3-5 – Processing Technical Sensitivity Summary
	Processing Tech FTE
	Avg
	Max
	Min
	SD
	1’s
	2’s
	3’s

	Product Types QC'd
	0.696
	1.072
	0.162
	0.308
	9
	2
	1

	Product Types
	0.435
	1.003
	0.185
	0.264
	3
	9
	0

	Product Types Integrated
	0.347
	0.573
	0.173
	-
	0
	1
	4


Processing technical FTE estimates were most sensitive to product types QC’d, much less so to product types generated or integrated. This is not surprising since the CET uses the ADS products QC’s flag as a signal to add processing technical FTE. Note that only a few activities show product types integrated (i.e. receive product generation software from an external source such as an instrument team to integrate into the activity’s production system), too few for a reasonable standard deviation to be computed.

Table 3-6 – Archive Ops Sensitivity Summary
	Archive Ops FTE
	Avg
	Max
	Min
	SD
	1’s
	2’s
	3’s
	4’s

	Archive Work
	0.198
	0.659
	0.118
	0.164
	9
	6
	0
	0

	Archive Transactions
	0.149
	0.656
	0.000
	0.191
	1
	6
	6.5
	1.5

	Product Types Archived
	0.110
	0.232
	0.022
	0.071
	3
	4
	6
	2

	Archive Volume Moved
	0.075
	0.715
	0.000
	0.184
	2
	0
	1.5
	11.5


Archive operations FTE estimates were most strongly sensitive to archive work, distinctly less sensitive to archive transactions and product types archive, and much less sensitive to archive volume moved.

Table 3-7 – Distribution Ops Sensitivity Summary
	Distribution Ops FTE
	Avg
	Max
	Min
	SD
	1’s
	2’s
	3’s
	4’s

	Product Types Distributed
	0.402
	0.972
	0.248
	0.218
	11
	1
	2
	6

	Products Distributed
	0.320
	0.774
	0.001
	0.294
	6
	3
	3
	8

	Distribution Work
	0.320
	0.725
	0.012
	0.269
	2
	8
	9
	1

	Volume Distributed
	0.281
	0.727
	0.095
	0.162
	2
	8
	6
	4


Distribution operations FTE are most sensitive to product types distributed, less sensitive to products distributed, distribution work and volume distributed. The activities tended to fall into two groups, those which were more sensitive to product types distributed and volume and less sensitive to work and products distributed, and those which were more sensitive to products and work, and less sensitive to volume and types. Note that while for eleven activities the estimated FTE was most sensitive to product types, for eight others the sensitivity to product types was least or next to least. A similar pattern can be seen for products distributed, while sensitivity to work and volume fell mostly in the middle. 

The explanation for this segmentation of activities into two groups can be explained by the distribution means the activities employ.  There are two distinct groups, those that distribute all of their data and products by network, and those that also distribute products on media. Table 3-8 below compares these groups. Note first the sharp difference in average distribution ops FTE. From the next sets of columns it can be seen that the first of the two groups noted in the discussion of table 3-7 above, i.e. those most sensitive to product types and volume, are predominantly all-network activities, while the second of the two groups, activities most sensitive to products and work, are with one exception activities that use media for some of their distribution.

Table 3-8 – Comparison on CDB Activities Based on Means of Distribution

	All CDB Activities
	CDB Activities Most Sensitive to Product Types and Volume
	CDB Activities Most Sensitive to  Products and Work

	Distribution Means
	CDB Acts. 
	Average FTE
	CDB Acts. 
	Average FTE
	CDB Acts. 
	Average FTE

	All Network
	10
	0.36
	6
	0.86
	1
	1.00

	Some Media
	11
	3.11
	3
	3.10
	6
	3.82


Table 3-9 below presents sensitivity information for implementation.

Table 3-9 – Implementation Sensitivity Summary
	SLOC Implemented
	Avg
	Max
	Min
	SD
	1’s
	2’s
	3’s
	4’s
	5’s

	Main Op Functions Ops FTE
	0.789
	1.151
	0.194
	0.273
	5
	9
	3
	0
	0

	Volume Handled
	0.684
	2.127
	0.024
	0.495
	4
	2
	5
	3.5
	2.5

	Product Types Handled
	0.657
	1.199
	0.184
	0.387
	6
	2
	3
	6
	0

	Products Handled
	0.546
	1.527
	0.002
	0.392
	1
	4
	7
	5
	0

	Total Work
	0.351
	2.665
	0.082
	0.769
	1
	0
	1
	1.5
	14.5

	Implementation Tech FTE
	Avg
	Max
	Min
	SD
	
	
	
	
	

	SLOC Implemented
	0.187
	0.255
	0.142
	0.031
	
	
	
	
	


As noted above, implementation FTE are estimated in a two step process, first new SLOC to be developed is estimated based on a set of workload parameters, and then implementation FTE is estimated based on the estimated SLOC.  The estimate of SLOC is roughly equally sensitive to main operations functions FTE, volume handled, and product types handled, less so to products handled and much less so to total work.

Table 3-10 – Sustaining Engineering Sensitivity Summary
	Sustaining Eng Tech FTE
	Avg
	Max
	Min
	SD
	1’s
	2’s

	SLOC Implemented
	0.577
	0.875
	0.186
	0.228
	9
	2

	Main Operating Functions Ops FTE
	0.185
	0.499
	0.027
	0.158
	2
	9


Sustaining engineering FTE are most sensitive to new SLOC implemented that must be maintained / sustained, with significantly less sensitivity to main operations functions FTE (the assumption there being that less operations staff would indicate a higher degree of automation, more complex software, more effort to maintain).

B. Overall Activity Level Sensitivity

The overall activity level sensitivity results are summarized in tables 3-11, 3-12, and 3-13 below. These tables present the sensitivity of the overall estimated activity FTE to variations in the estimated FTE for each of the functional areas, including both those areas that are estimated using the curve fitting process and those that are rule based.

Table 3-11 – Overall Activity Level Sensitivity Results

	Functional Area
	Avg. Sensitivity
	Max
	Min
	SD

	Implementation
	0.853
	1.000
	0.378
	0.181

	Sustaining Engineering
	0.287
	0.432
	0.145
	0.087

	Processing
	0.202
	0.374
	0.024
	0.112

	Engineering Support
	0.199
	0.543
	0.039
	0.133

	User Support
	0.189
	0.349
	0.023
	0.101

	Management
	0.137
	0.197
	0.075
	0.035

	Distribution
	0.119
	0.493
	0.017
	0.114

	Archive
	0.096
	0.192
	0.018
	0.059

	Documentation
	0.075
	0.132
	0.039
	0.034

	Ingest
	0.074
	0.212
	0.020
	0.050


The table above lists the sensitivity results for all functional areas. The overall Activity FTE is most sensitive to implementation FTE, but this applies only to the implementation period, normally prior to any operational activity. Management applies throughout the life of the activity, and is a derived parameter, being based on the staffing levels in the other functional areas.

Table 3-12 below takes a closer look at functional areas active during the operations period. The table is in the same form as the preceding tables except that a column showing the approximate average percentage of the total activity staff that each functional area accounts for was added, as was a column titled “Act” was added that lists the number of sites for which the functional area was active and estimated for. 

The approximate average staffing will not add to 100%. Not only is management not included, but the percentages for functional areas were computed only for those activities that included them, i.e. sustaining engineering, on the average, accounts for 27% of the staff of those fourteen activities for which sustaining engineering is an active function with usable data.

Table 3-12 – Overall Sensitivity Results – Operations Period Functional Areas

	Functional Area
	Approx % of Activity FTE
	Avg.
	Max
	Min
	SD
	Act
	1
	2
	3
	4
	5
	6
	7
	8

	Sustaining Engineering
	27%
	0.287
	0.432
	0.145
	0.087
	14
	7
	7
	0
	0
	0
	0
	0
	0

	Processing
	33%
	0.202
	0.374
	0.024
	0.112
	14
	5
	3
	3
	0
	1
	2
	0
	0

	Engineering Support
	20%
	0.199
	0.543
	0.039
	0.133
	18
	3
	4
	2
	5
	2
	2
	0
	0

	User Support
	15%
	0.189
	0.349
	0.023
	0.101
	12
	4
	3
	2
	1
	1
	1
	0
	0

	Distribution
	10%
	0.119
	0.493
	0.017
	0.114
	21
	2
	3
	5
	5
	1
	4
	1
	0

	Archive
	10%
	0.096
	0.192
	0.018
	0.059
	15
	0
	1
	4
	2
	3
	3
	1
	1

	Documentation
	5%
	0.075
	0.132
	0.039
	0.034
	9
	0
	0
	3
	2
	0
	1
	3
	0

	Ingest
	7%
	0.074
	0.212
	0.020
	0.050
	21
	0
	0
	3
	6
	10
	0
	1
	1


Table 3-12 shows that the estimate of overall activity FTE is most sensitive to sustaining engineering, then processing, engineering support, and user support, and less so to distribution, archive, documentation and ingest. These results are not particularly surprising when it is recalled that three of the top four, sustaining engineering, engineering support, and user support, are inherently labor intensive, un-automated functions, while three of the bottom four, distribution, archive, and ingest are highly automated data handling functions. The two exceptions are of interest. Processing, particularly when products are QA’d in-house or the product generating software is received from an outside source and integrated, can have more of a labor intensive character than ingest, archive, or distribution, and accounts for a much larger fraction of the average activity staffing than do any of the other operating functions. Documentation is un-automated, but does not (in the CDB data activities) require a large level of effort, accounts for a very small fraction of average activity staffing, and so makes a small contribution to overall FTE.

C. Sensitivity and Activity Characteristics

The next step in the analysis was to examine relationships between workload and staffing characteristics of CDB activities and sensitivity of their overall activity FTE estimates to variations in their functional area FTE estimates. Table 3-13 below is a listing of the CDB activities showing how they rank in four workload categories and the four operating functional area sensitivity categories (i.e., sensitivity of the overall activity FTE estimate to variations in the operating area estimate). The workload categories span all of the operating areas (ingest, processing, archive, distribution) applicable to each activity.

Table 3-13 – CDB Activity Rankings,Workload and Operating Function Sensitivities

	Activity
	Product Types Handled Rank
	Products Handled Rank
	Volume Handled Rank
	Total Work Rank
	Ingest Sensitivity Rank
	Processing Sensitivity Rank
	Archive Sensitivity
Rank
	Distribution Sensitivity Rank

	Site01
	18
	20
	20
	20
	19
	7
	n/a
	11

	Site02
	21
	21
	21
	21
	7
	3
	4
	3

	Site03
	14
	18
	15
	10
	21
	8
	15
	19

	Site04
	12
	19
	18
	19
	10
	9
	14
	18

	Site06
	8
	14
	3
	12
	20
	2
	2
	21

	Site07
	17
	15
	6
	19
	8
	n/a
	n/a
	8

	Site08
	15
	16
	19
	8
	17
	10
	1
	15

	Site09
	11
	12
	10
	7
	15
	1
	12
	14

	Site10
	2
	2
	2
	2
	1
	4
	n/a
	1

	Site11
	4
	4
	7
	13
	5
	n/a
	10
	10

	Site12
	9
	7
	9
	17
	9
	n/a
	8
	5

	Site13
	3
	3
	5
	3
	12
	5
	n/a
	9

	Site14
	10
	11
	12
	6
	11
	12
	13
	16

	Site15
	20
	17
	16
	9
	18
	14
	n/a
	17

	Site16
	1
	1
	1
	1
	6
	11
	n/a
	6

	Site17
	6
	13
	4
	11
	14
	6
	5
	13

	Site18
	7
	10
	8
	16
	13
	n/a
	6
	20

	Site19
	16
	9
	11
	15
	3
	n/a
	9
	12

	Site20
	19
	5
	17
	5
	16
	13
	11
	7

	Site21
	13
	8
	13
	4
	4
	n/a
	3
	2

	Site23
	5
	6
	14
	14
	2
	n/a
	7
	4


Table 3-13 can be examined to see if there are any consistent patterns evident between where activities rank in workload and where they rank in sensitivity. While there are some activities that show a similarity in their rankings for workload and sensitivity, there are no obvious overall relationships. This is borne out by a cross-correlation of workload and sensitivity rankings, presented in table 3-14 below.  
                           Table 3-14 – Correlation of Workload and Sensitivity Rankings

	Cross - Correlations
	Product Types Handled
	Products Handled
	Volume Handled
	Total Work

	Ingest Sensitivity
	0.37
	0.55
	0.27
	0.04

	Processing Sensitivity
	0.28
	-0.07
	0.32
	-0.22

	Archive Sensitivity
	0.02
	-0.03
	0.14
	-0.04

	Distribution Sensitivity
	0.12
	0.49
	0.08
	0.16


Only a couple of the correlations in table 3-14 are near or over 0.5, correlations of products handled with ingest sensitivity and distribution sensitivity. For some pairs there is little or no correlation or even a small inverse correlation.

Table 3-15 below presents a comparison of CDB activity rankings in staff size (operating period staffing excluding management), the average of their rankings for three workload measures (product types handled, products handled, and volume handled), and the average of their ranking for sensitivity of overall estimated activity FTE to the four operating area FTE’s. 
Table 3-15 – Comparison of CDB Activity Staff, Workload, and Sensitivities

	CDB Activity
	Rank, Total FTE
	Avg. Rank, for Three Workload Measures
	Avg. Rank for Operating Function Sensitivity

	Site01
	19
	19.3
	12.3

	Site02
	21
	21.0
	4.3

	Site03
	15
	15.7
	15.8

	Site04
	18
	16.3
	12.8

	Site06
	2
	8.3
	11.3

	Site07
	5
	12.7
	8.0

	Site08
	16
	16.7
	10.8

	Site09
	10
	11.0
	10.5

	Site10
	11
	2.0
	2.0

	Site11
	9
	5.0
	8.3

	Site12
	7
	8.3
	7.3

	Site13
	8
	3.7
	8.7

	Site14
	17
	11.0
	13.0

	Site15
	20
	17.7
	16.3

	Site16
	1
	1.0
	5.8

	Site17
	3
	7.7
	9.5

	Site18
	14
	8.3
	13.0

	Site19
	12
	12.0
	8.0

	Site20
	13
	13.7
	11.8

	Site 21
	4
	11.3
	3.0

	Site 23
	6
	8.3
	4.3


Some relationship is apparent, and this is borne out by table 3-16 which presents a cross-correlation matrix for the data shown in table 16. Not surprisingly the strongest correlation, 0.73, is between activity’s ranking in staff size (total FTE) and their average ranking for the three workload parameters (product types handled, products handled, and volume handled). The correlation between ranking of average sensitivity to overall activity FTE to operating function FTE’s and ranking in staff size and ranking in average sensitivity to operating function workload variations are good and about the same.

                          Table 3-16 – Correlation of Staff, Workload, Sensitivity Rankings

	
	Avg. Rank, 3 Workloaders
	Average for Workloaders Sensitivity

	Total FTE
	0.73
	0.48

	Avg Rank, 3 Workloaders
	
	0.44


3.17.1.3 Sensitivity Analysis Observations / Conclusions
This section makes observations and strains to draw conclusions from the varied batch of sensitivity results presented in section 3.

One immediate observation is that the sensitivity of the overall activity FTE to functional area FTE variations is really, and simply, a matter of the fraction of the activity’s staff that each functional area accounts for. What is needed for a more useful result is the linking of the overall activity FTE sensitivity to functional area sensitivities back to the sensitivity of functional areas to workload parameters.

Table 3-17 summarizes the two aspects of the sensitivity analysis by linking the overall activity results to the functional area results for the operating period portion of an activity’s life. The functional areas are listing in order of decreasing sensitivity of the estimate of overall activity FTE to them. The workload parameters to which each of these is in turn most sensitive are listed as the ‘key drivers’.

Table 3-17 – Sensitivity Summary and Key Drivers – Operations Period
	Functional Area
	Approx % of Activity FTE
	Avg. Sens.
	Estimate Method
	Key Drivers

	Sustaining Engineering
	27%
	0.287
	Curve
	SLOC to be Maintained

	Processing
	33%
	0.202
	Curve
	Volume Generated, Products Generated, Product Types QC’d

	Engineering Support
	20%
	0.199
	Rule
	CDB Average of Engineering Support FTE

	User Support
	15%
	0.189
	Rule
	CDB Averages of User Support Ops and Tech FTE

	Distribution
	10%
	0.119
	Curve
	Product Types Distributed, Products Distributed, Distribution Work

	Archive
	10%
	0.096
	Curve
	Archive Work, Archive Transactions

	Documentation
	5%
	0.075
	Rule
	CDB Average of Documentation FTE

	Ingest
	7%
	0.074
	Curve
	Product Types Ingested, External Interfaces


During the implementation period, implementation FTE accounts for the bulk of an activity’s staff (unless there is an overlap between implementation and the first years of operations). The estimate of implementation FTE is most sensitive to the estimate of new SLOC to be developed, which is in turn (see table 6 above) most sensitive to main operating functions estimated FTE and volume handled. Since the estimate of sustaining engineering is also sensitive to the SLOC estimate, it is seen that estimation of new SLOC to be developed is an important item to be careful with.

There is no clear pattern as to which workload factors are the most critical (i.e. to which the FTE estimate is most sensitive. This varies across the functional areas (see table 14 above) and from activity to activity. This leaves the estimator in the situation of having to get the best possible information for all areas when building an activity data set for a new activity. 

From the point of view of the CET developers, the sensitivity analysis suggests that the areas in which effort would be best invested are refinement of estimation of implementation, sustaining engineering, and processing FTE, and secondly refinement of rules for estimation of engineering support and user support FTE.

To produce a useful measure of sensitivity for the CET user, the CET developers will explore adding sensitivity measures to the CET’s outputs that display the sensitivity of the CET’s FTE estimates (and therefore cost estimates) to variations in workload parameters, i.e. that span the two levels of sensitivity measurement described above. In some cases changes in workload parameters will ripple across functional areas, e.g. when an increase in production (products and/or volume) produces corresponding increases in archive or distribution workload.

3.17.2
Sensitivity Test Implementation
This section describes how the sensitivity test has been implemented in the CET. A three step process is involved. First, while the CET estimate is being produced, each estimating procedure for the operating functional areas (ingest, processing, archive and distribution) computes a range of estimates for different values of each workload parameter (see section 3.17.2.1). Then, when the estimate has been completed, sensitivity values are computed and stored in the “Sensitive” worksheet (see section 3.17.2.2), and finally the user selects a workload parameter and the sensitivity results are generated and displayed to the user (see section 3.17.2.3), with this last step being repeated for all of the workload parameters the user wishes to test.
3.17.2.1 Calculations Made By Each Functional Area Estimating Procedure

The estimating procedure for each operating function (e.g. ingest) compute estimates for the years the function is active. The procedure computes five estimated FTE values for each selected parameter, for each year, applying the sensitivity thresholds to get five parameter values, one (the third) being the neutral value, with two less than and two greater than the nominal value. The estimate for this value is the normal estimate, and only it is used to set the final estimate values. 
After computing the set of five estimated values for five values for each year of the given workload parameter, a procedure is called to compute sensitivities.  The sensitivity is defined as the fractional departure of the estimate from the nominal value divided by the fractional departure of the workload parameter value from its nominal value.  The sets of estimates are averaged over the years (i.e. an average is computed for each of the sets of values for each of the sensitivity thresholds) producing one set of five estimates. Those five values are then used to compute sensitivities (with the sensitivity for the neutral estimate being a dummy value, 0,  that is not used). The output of the procedure is a set of five sensitivity values stored in the “Sensitivity” worksheet.

3.17.2.2 Calculations Made After Estimate is Completed

The overall sensitivity procedure is called after the entire estimate has been completed and the sensitivity results as described above have been obtained for all of the workload parameters for all of the operating functions and are stored in the “Sensitivity” worksheet.
The procedure computes the changes in overall life cycle total activity FTE that result from a range of changes in a workload parameter selected by the user. The user selects the parameter to vary.  The range of variation of the workload parameter is from -50% to +100%. Workload parameters that the user can vary are: Ingest - product types, products, volume, external interfaces; Processing - product types, products, volume, product types integrated, product types QA'd; Distribution - products, volume.

Ripple (i.e. a change in one parameter inducing changes in other parameters) rules apply:

1. A change in Ingest workload ripples to Archive and Distribution (except for External Interfaces, which does not ripple).

2. A change in Processing workload ripples to Archive and Distribution (except for Product Types Integrated or QA'd, which do not ripple).

3. Changes to the operating areas ripple to SLOC and Implementation and Sustaining Engineering.
Ripples to archive from ingest and processing will be done by adding increased workload to archive - i.e., for products, the variation pct is used to compute an increase in products ingested or generated, and the same number of products is added to the archive transaction count - the assumption being that all newly ingested or generated products are archived.

Ripples to distribution are complicated by the fact that there is no direct or clear cut relationship between ingested or generated products/volume and distribution.  So assumptions need to be made... and here they are:

Case 1: Site does not generate its own products. Assume that data that is ingested is ingested to be archived and distributed. Assume that the base level ratio of products/volume distributed to products/volume ingested continues to hold as ingest products/volume are varied. So distribution ripple is increase in ingest (fractional change X base level) multiplied by distribution/ingest ratio. In the case of product types, the additional number of new types ingested is added to the number of product types distributed.

Case 2: Site generates its own products. Assume that data that is ingested is ingested as input into the site's product generation process (an over-simplification in some cases to be sure), and so generate no distribution ripple from ingest products/volume. Assume that the site generates products for distribution. Assume that the base level ratio of products/volume distributed to products/volume generated continues to hold as generated products/volume are varied. So distribution ripple is increase in production (fractional change X base level) multiplied by distribution/production ratio. In the case of product types, the additional number of new types ingested is added to the number of product types distributed.
The procedure loops through the sequence of test variations (from -50% to +100% in 10% steps) in workload parameter. For each one it produces a new FTE estimate for the variation in the selected workload parameter (using the five estimate values computed as described above for the five sensitivity thresholds as a basis for interpolation), imposes the ripple rules according to the user's parameter selection.  These estimates are then converted to percentage changes, and plotted against the corresponding percentage changes in the workload parameter, thus producing the sensitivity graph displayed to the user.
4.0  
Comparables Database (CDB)
This section describes the CDB.  While initial development of the CDB is completed, refinement, maintenance and updating of the CDB will be necessary as long as the CET is used in order to ensure that the best possible life cycle cost estimates are produced by the CET.
This section will provide background on the CDB, describe the structure and content of the CDB, the implementation of the CDB, and summarize the current state of its contents.

4.1
  Background

Figure 1 in Section 2.1 above shows how the CDB relates to the CET.  The Data Service Provider Reference Model describes a general data service provider in terms of a set of functional areas (e.g. ingest, processing, archive, access and distribution, etc.).  Within each functional area, a set of parameters is defined that describes it. Parameters are the cost drivers, or project variables, that directly influence the cost of performing one or more tasks within a functional area.

The CDB contains descriptions of existing ESE data activities (where ‘data activity’ is used as a synonym for ‘data service provider’). Information from the data activities is collected from the source, and then analyzed and mapped to the common set of functional areas and parameters according to the framework provided by the general model. The result is an internally consistent database of information describing existing ESE data activities.

The CET user enters information describing the mission, workload, etc., projected for a new data activity, and the CET produces an estimated life cycle effort and cost estimate for it using a cost estimation by analogy approach that bases the estimate for the new data activity on information describing existing data activities that are similar, or comparable, to it. 

The CET builds its life cycle cost estimate functional area by functional area; i.e., it produces an estimate for ingest, then processing, etc., through all of the functional areas, and then sums the estimate across the functional areas to produce the overall result. Therefore CET accesses the CDB information functional area by functional area, rather than by data activity as a whole. For this reason the information for a given data activity need not be complete for all functions to be usable by the CET. Also, since it handles the functional areas independently, the CET will not necessarily use the same set of data activities for its estimate for all functional areas; for each functional area the CET uses those CDB data activities which are the best ‘comparables’ for the new data activity being estimated.

4.2   Structure and Content of the CDB

This section describes the structure of the CDB and lists the parameters it contains.

4.2.1   CDB Structure

As outlined above, the CDB holds information describing existing ESE data activities. The information for each activity is broken down by functional area. Within each functional area the CDB contains a set of parameters describing the data activity. This is illustrated by Table 4-1 below.

The key characteristic of the CDB is that there is a single design or schema for the database; i.e., a single group of functional areas and parameter sets that is used for all data activities in the CDB (based on the general data service provider reference manual).  

This does not mean that the CDB data activities all perform the same functions or that the same parameters apply to them all, only that where functional areas and parameters for functional areas are applicable to a CDB data activity they will be defined according to the CDB schema.  Not every CDB data activity will perform every function, e.g. there are some data activities that ingest, archive, and distribute data and products but do not generate their own data and products, and only a few perform instrument / mission operations.  Across the same functional area, some activities will have values for some parameters and others will not, e.g. not all data activities that distribute data and products have requirements for both operational and by request distribution. Values for some parameters may simply not be available for a given data activity.

Table 4-1 - CDB Structure Overview
	CDB Data activity
	Activity 1
	Activity 2
	Activity 3
	…Activity n

	Ingest
	Parameter set
	Parameter set
	Parameter set
	Parameter set

	Processing
	…
	…
	…
	…

	Documentation
	…
	…
	…
	…

	Archive
	…
	…
	…
	…

	Search and Order
	…
	…
	…
	…

	Access & Distribution
	…
	…
	…
	…

	User Support
	…
	…
	…
	…

	Instrument Ops
	…
	…
	…
	…

	Sustaining Engineering
	…
	…
	…
	…

	Engineering Support
	…
	…
	…
	…

	Technical Coordination
	…
	…
	…
	…

	Implementation
	…
	…
	…
	…

	Management
	…
	…
	…
	…

	Facility / Infrastructure
	Parameter set
	Parameter set
	Parameter set
	Parameter set


4.2.2
 CDB Content

This section outlines the contents of the parameter sets that comprise the CDB information for a data activity. Parameters are listed below by functional area; complete definition and descriptions of the parameters are contained in Appendix C below and in the CET Users’ Guide.

Values for the effort (FTE) and workload parameters in the functional area sections below are entered for each year in the life cycle of the CDB data activity.  Information for a currently operating data activity will be updated annually as a new year’s worth of information is added to the CDB.

The parameter set will be refined as the development of the CDB continues, and this description should be regarded as a snapshot of its content as of the date of this write-up. The ‘notes’ column will indicate where changes are currently expected, as well as provide any other tidbits of information about the parameters in each set.

4.2.2.1 Data Activity Level Parameters

These parameters, shown in Table 4-2 below, apply to the data activity as a whole.  They would be updated annually; e.g., the operations period would be extended by a year (and a corresponding new year’s worth of data would be added to the functional area information.)
Table 4-2 – CDB Data Activity-Level Parameter Set

	Parameter Name
	Notes

	Data activity Name
	

	Implementation Start CY
	

	Implementation Period
	Period defined by actual data collected.

	Operations Start Year
	

	Operations Start Period
	Period defined by actual data collected.

	Transmigration Start Year
	“Transmigration” refers to transfer of data 

	Transmigration Complete Year
	 to a long term archive (none to date).

	Functional Area Checklist:
	Indicates whether data activity performs the

	   Ingest
	function, and whether or not the information

	   Processing
	for the functional area is usable.

	   Documentation
	

	   Archive
	

	   Access and Distribution
	

	   User Support
	

	   Sustaining Engineering
	

	   Engineering Support
	

	   Technical Coordination
	

	   Implementation
	

	   Management
	

	   Facility / Infrastructure
	


4.2.2.2 Functional Area Parameter Sets

The tables below list the CDB parameters for each functional area. The tables indicate which parameters are not currently used in effort or cost estimation. These may be candidates for deletion from the CDB, or they may be improved and used in the future.

Table 4-3 – CDB Ingest Parameter Set
	Parameter Name
	Notes

	Total Ingest FTE
	

	Ingest Technical FTE 
	Ingest does not include Technical FTE.

	Ingest Ops FTE
	

	Ingest Function LOS
	

	External Ingest Interfaces
	

	Product Types Ingested/Yr
	

	Ingest Automation LOS
	Replaces Product Ingest Formats/Yr.

	Products Ingested/Yr
	

	Ingest Volume/Yr
	


Note:  In the CDB, functional management has been consolidated into the Management Parameter Set, Table 4-12, as Second Level Management.

Table 4-4 – CDB Processing Parameter Set
	Parameter Name
	Notes

	Total Processing FTE
	

	Processing Technical FTE
	Only present if Products QA’d flag is set.

	Processing Ops FTE
	

	Operational Processing LOS
	

	Non-Operational Processing LOS
	

	Calibration-Validation LOS
	Replaces Reprocessing LOS.

	Science Software LOS
	

	Product Types Generated/Yr
	

	Product Types Integrated/Yr
	

	Product Types QA'd
	Used to indicate any technical / science effort, e.g. QA or calibration-validation.

	Processing Automation LOS
	Replaces Product Generation Formats/Yr.

	Products Generated/Yr
	Total of individual categories below.

	New Products Generated/Yr
	

	New Operational Products Generated/Yr
	

	New Ad Hoc Products Generated/Yr
	

	Reprocessed Products Generated/Yr
	

	Processing Volume/Yr
	Total of individual categories below.

	Volume/Yr of New Products Generated
	

	Volume/Yr of New Operational Products
	

	Volume/Yr of New Ad Hoc Products
	

	Volume/Yr of Reprocessed Products Generated
	


Table 4-5 – CDB Documentation Parameter Set
	Parameter Name
	Notes

	Total Documentation FTE
	

	Documentation Technical FTE
	

	Documentation LOS
	

	User Comment LOS
	


Table 4-6 – CDB Archive Parameter Set
	Parameter Name
	Notes

	Total Archive FTE
	Note: a high level of automation is assumed.

	Archive Technical FTE
	Archive does not include technical FTE.

	Archive Ops FTE
	

	Archive Purpose
	

	Product Types Archived/Yr
	

	Archive Insert Products/Yr
	

	Archive Delete Products/Yr
	

	Net Products Archived/Yr
	Inserts less Deletes

	Total Products in Archive
	Cumulative.

	Archive Transactions/Yr
	Sum of inserts and deletes.

	Archive Insert Volume
	

	Archive Delete Volume / Yr
	

	Net Volume Archived / Yr
	Insert volume less Delete volume.

	Archive Volume
	Sum of Primary and Backup

	Primary Archive Volume
	Cumulative.

	Backup Archive Volume
	Cumulative.


Table 4-7 – CDB Access and Distribution Parameter Set
	Parameter Name
	Notes

	Total Access and Distribution FTE
	

	Access and Distribution Technical FTE
	

	Access and Distribution Ops FTE
	

	Access and Distribution Scope
	

	Access and Distribution Service Modes
	

	Network Distribution Response Time
	

	Media Distribution Response Time
	

	Supporting Data Services LOS
	

	Product Types Distributed/Yr
	Spans Operational and By Request.

	Distribution Means LOS
	Replaces Product Distribution Formats/Yr.

	Distribution External Interfaces
	

	Products Distributed/Yr
	Total of Operational and Request, Net & Media

	Distribution Volume/Yr
	Total of Operational and Request, Net & Media

	Network Distribution Products/Yr
	Total of Operational and Request

	Network Distribution Volume/Yr
	Total of Operational and Request

	Media Distribution Products/Yr
	Total of Operational and Request

	Media Distribution Volume/Yr
	Total of Operational and Request

	Product Types/Yr Operational
	Spans Network and Media.

	Network Products/Yr Operational
	

	Network Volume/Yr Operational
	

	Media Products/Yr Operational
	

	Media Volume/Yr Operational
	

	Users Requesting Products/Yr
	

	User Product Requests/Yr
	

	Product Types/Yr Available by Request
	Spans Network and Media.

	Parameter Name
	Notes

	By Request Products/Yr Network
	

	By Request Volume/Yr Network
	

	By Request Products/Yr, Media
	

	By Request Volume/Yr, Media
	

	Transmigration Products/Yr
	Future, transfer to LTA or other DSP

	Transmigration Volume/Yr
	Future, transfer to LTA or other DSP


Table 4-8 – CDB User Support Parameter Set
	Parameter Name
	Notes

	Total User Support FTE
	

	User Support Technical FTE
	

	User Support Ops FTE
	

	Outreach Activity LOS
	

	Users in Contact/Yr
	

	User Contacts/Yr
	


Table 4-9 – CDB Sustaining Engineering Parameter Set
	Parameter Name
	Notes

	Total Sustaining Engineering FTE
	

	Sustaining Engineering Technical FTE
	

	Sustaining Engineering LOS
	

	SLOC Maintained
	Taken from Implementation


Table 4-10 – CDB Engineering Support Parameter Set
	Parameter Name
	Notes

	Total Engineering Support FTE
	

	Engineering Support Technical FTE
	

	Engineering Support LOS
	Replaces Technical LOS and Engineering LOS


Table 4-11 – CDB Implementation Parameter Set
	Parameter Name
	Notes

	Total Implementation FTE
	

	Software Development FTE
	

	Applications Software Development FTE
	

	Implementation Engineering FTE
	

	Custom Software SLOC
	

	Processing Hardware Purchase Cost
	

	Storage Hardware Purchase Cost
	

	COTS Software Purchase / License Cost
	


Table 4-12 – CDB Management Parameter Set
	Parameter Set
	Notes

	Total Management FTE
	

	Administrative Support FTE
	

	Center-Level Management FTE
	

	2nd-Level Management
	Management associated with functional areas.


4.3
  Implementation of the CDB

The CDB is implemented as an Excel workbook containing a worksheet for each CDB data activity, with each worksheet containing the parameters listed above, grouped by functional area as shown above.  The CDB workbook is linked to a set of Data Activity Template workbooks. The Data Activity Template workbooks contain the original information obtained from the CDB Data Activities and the mapping of that information to the general data service provider reference model; i.e., to the schema of the CDB. Each Data activity Template workbook contains a worksheet (“Output CDB”, see below) holding the data activity information mapped to the CDB. The CDB Workbook contains copies of these mapped information worksheets for each CDB Data activity. The result is a consistent set of information describing the data activities included in the CDB. See Appendix B for a detailed discussion of the contents of the Data Activity Template.

When copies of the CET are provided to users, a copy of the CDB workbook is included, but not copies of the Data Activity Template workbooks, so the provided CDB will be a snapshot in time. Periodic updates (in the form of new replacement copies) of the CDB will be provided to users.

4.4   Confidentiality of Data Activity Information in the CDB Workbook

The actual name of each data activity included in the CDB is not contained in the CDB Workbook, so that the information in the CDB workbook is not traceable to its source.  The workbook contains aliases for each data activity in the form “Sitexx” where “xx” is an arbitrary integer assigned to each data activity or “site”. The “Sitexx” alias for each Data activity appears as the name of its spreadsheet in the CDB workbook (i.e., on its tab) as well as being used as the Data Activity Name parameter. The parameters contained in the CDB Workbook are the standard set to which the original input from the data activities is mapped. The original input from the data activities is not available in the CDB Workbook.

4.5   Building and Updating the CDB: the Data Activity Template Workbook

This section describes the building, reviewing, and updating of the CDB.

4.5.1  
Data Activity Template Workbook

The information contained in the CDB workbook is derived from ‘raw’ information from the data activities that is mapped to the CDB schema. The Data Activity Template workbook is used as a tool in the collection and analysis process. Information about a data activity is entered into a template workbook as it is collected from documents, websites, or notes from interviews and conversations with data activity staff. CDB parameters for each functional area are derived in the template by the CDB analyst. The analyst adds explanatory notes documenting assumptions made (such as characterization of levels of service or allocation of effort to functions) or how the original information was mapped to the standard parameter set, which can require the exercise of engineering judgment in interpretation of the information received from the data activity.

The template (discussed in detail in Appendix B) contains a worksheet for data activity-level information, a worksheet for each functional area, and a worksheet that represents the CDB record for that data activity, called the “Output CDB” worksheet. The “Output CDB” worksheet is linked to the functional area worksheets, so that as information is entered into the functional area worksheets the “Output CDB” worksheet is also completed. The CDB workbook is built and updated by copying this worksheet from the template workbook to the CDB workbook. The result is a consistent set of information describing the data activities included in the CDB.  The CDB has a standard filename of “CompDB.”

A physical site (such as the GSFC DAAC) may host several data activities, each of which would have its own Data Activity Template (such as the Version 0, TRMM, and Terra/Aura ECS-based data activities at the GSFC DAAC).

4.5.2
CDB Review and Update Tool

The CDB Review and Update Tool, Spot, is currently in development at SGT. It will be used internally for review and maintenance of the CDB, and the finished version for internal use will be a working prototype for field test by data activities. Their use of the tool would not only facilitate review and update of CDB information but would enable them to perform validation of the description of their activity’s description in the CDB.

The CDB Review and Update Tool will be fully described in the next update to the Technical Description Document.

4.6  
Current Status of CDB Contents

The CDB information about each data activity includes data for the functional areas performed by or applicable to that data activity. Those for which usable information is included are marked as “usable”, in the checklist. Nominally “usable” information must include some effort (FTE) data and some good workload parameters. As long as some effort and workload data is present the functional area information for a data activity will be marked as usable.  Some of the data marked “usable” may actually not be sufficiently complete to be used by the CET in producing estimates, and so a higher level of “usability” is measured by the fact of the CET actually using the data.

Table 4-13 below presents the current state of the CDB. It is followed by a detailed explanation of its contents. The current CDB contains information about twenty seven data activities, including eight DAAC activities, twelve SIPS’s, three ESIPs, one DAAC-like NOAA data activity and three DAAC-like space science activities.
The first two columns in Table 4-13 characterize the ESE data activities represented in the CDB. The first column is a number assigned as an alias to the data activity to keep its identity confidential. The second column contains the data activity’s Data Service Provider type. Existing ESE data activities are DAACs (EOSDIS Distributed Active Archive Centers), ESIP’s (Earth Science Information Partners), or SIPS (Science Investigator-lead Processing Systems).  There is a row in Table 4-13 for each data activity represented in the CDB.

The next ten columns in Table 4-13 contain codes indicating the status of information currently in the CDB for each activity for that functional area.  The Y(es) or N(o) indicates whether or not the functional area is applicable to the data activity.  If the functional area is applicable to the data activity, then a single digit indicates the status of the information, according to Table 4-14 below.

The last two rows of Table 4-13 summarize the status of the CDB.  First, the number of data activities for which each functional area is applicable is shown. Next follows the number of cases where the area is applicable and at least nominally usable information is available. 

Information is actually used by the CET if the workload parameters present for the functional area are available for multiple data activities in that functional area, if the data is not suspect due to difficulty of interpretation (follow up with the source data activity will usually resolve such problems) and if the data activity is not an extreme outlier for that functional area. The CET screens out extreme outliers to avoid having them skew its effort estimates.

Table 4-13 - Current Status of the CDB (September 1, 2006)
	Activity 

Number          
	DSP Type
	Ingest
	Processing
	Documentation
	Archive
	Distribution
	User Support
	Sustaining Engineering
	Engineering Support
	Implementation
	Management

	1
	ESIP
	Y-1
	  Y-1
	N
	Y-1
	Y-1
	N
	Y-1
	Y-1
	Y-1
	Y-1

	2
	ESIP
	Y-1
	Y-1
	Y-0
	Y-1
	Y-1
	N
	N
	N
	Y-1
	Y-1

	3
	SIPS
	Y-1
	Y-1
	N
	Y-1
	Y-1
	N
	Y-1
	Y-1
	Y-1
	Y-1

	4
	ESIP
	Y-1
	Y-1
	Y-0
	Y-1
	Y-1
	Y-0
	Y-1
	Y-1
	Y-1
	Y-1

	5
	SIPS
	Y-1
	Y-1
	N
	Y-1
	Y-1
	N
	Y-1
	Y-1
	Y-1
	Y-1

	6
	DAAC
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	N
	Y-1
	Y-0
	Y-1

	7
	DAAC
	Y-1
	N
	Y-0
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-0
	Y-1

	8
	SIPS
	Y-1
	Y-1
	N
	Y-1
	Y-1
	N
	Y-1
	Y-1
	Y-1
	Y-1

	9
	SIPS
	Y-1
	Y-1
	Y-0
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1

	10
	SIPS
	Y-1
	Y-1
	Y-0
	Y-0
	Y-1
	N
	Y-1
	Y-1
	Y-1
	Y-1

	11
	DAAC
	Y-1
	N
	Y-0
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1

	12
	DAAC
	Y-1
	N
	Y-0
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1

	13
	SIPS
	Y-1
	Y-1
	Y-0
	Y-0
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1

	14
	ESIP
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-0
	Y-1
	Y-1
	Y-1
	Y-1

	15
	SIPS
	Y-1
	Y-1
	Y-1
	N
	Y-1
	Y-0
	Y-1
	Y-1
	Y-1
	Y-1

	16
	DAAC
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	N
	Y-1

	17
	SIPS
	Y-1
	Y-1
	Y-0
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1

	18
	DAAC-like
	Y-1
	N
	N
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1

	19
	DAAC
	Y-1
	N
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	N
	Y-1

	20
	DAAC
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-0
	Y-1

	21
	DAAC-like
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-0
	Y-1

	22
	SIPS
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1

	23
	DAAC-like
	Y-1
	N
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	N
	Y-1

	24
	ESIP
	Y-1
	Y-1
	Y-0
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1

	26
	SIPS
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-0
	Y-1
	Y-1
	Y-1
	Y-1

	27
	DAAC-like
	Y-1
	N
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1

	28
	SIPS
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	N
	Y-1
	Y-1
	Y-1
	Y-1

	29
	SIPS
	Y-1
	Y-1
	Y-0
	Y-1
	Y-1
	Y-0
	Y-1
	Y-1
	Y-0
	Y-1

	30
	DAAC-like
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1
	Y-1

	Areas Present:
	29
	22
	24
	28
	29
	22
	27
	28
	26
	29

	Areas Usable:
	29
	22
	13
	26
	29
	17
	27
	28
	21
	29


                Table 4-14 - Usability Codes
	Code
	Meaning:

	0
	Information is incomplete and unusable at this time.

	1
	Information is used by the CET.


Appendix A - Cost Estimation Toolkit Components

This section provides detail on the modules, procedures, user forms, and worksheets used by the Cost Estimation Toolkit workbook.  Section A.1 describes the CET modules and the procedures contained in each module, Section A.2 describes the user forms, and Section A.3 describes the CET worksheets.

Table A1 below is a roll-up of the procedure, and executable SLOC (i.e., not including comments) counts for each module, taken from Sections A.1 and A.2. The SLOC counts are unchanged for Version 2.1 from Version 2, as no changes to the CET software were made. Note that the major change for Version 1 is that the non-operating functions (except for the ADS building procedures) have been split into separate modules, increasing the number of procedures compared to the Beta Test version. The addition of the Reviewer tool accounts for the net increase in SLOC compared to the Beta Test version, more than offsetting decreases in SLOC achieved by streamlining of other elements if the CET software.
 Table A1 – CET Module / Procedure / SLOC Summary

	CET Module
	Procedures
	Executable SLOC (not including comments)

	
	Working

Proto.
	Beta

Test
	Version 1
	Version 2
	Working

Proto.
	Beta

Test
	Version 1
	Version 2 and Version 2.1

	Common Area 
	1
	1
	1
	1
	590
	544
	526
	532

	Moxie Main 
	25
	25
	28
	29
	1,029
	1,461
	1,828
	2085

	CDB Access 
	1
	1
	1
	1
	353
	346
	196
	196

	Ingest 
	6
	7
	7
	7
	1,093
	1,179
	1,179
	1,293

	Processing 
	6
	7
	7
	7
	1,317
	1,818
	1,834
	2,062

	Documentation 
	6
	7
	7
	7
	517
	385
	385
	385

	Archive
	6
	7
	7
	7
	814
	935
	914
	1,028

	Search and Order
	6
	-
	-
	-
	478
	-
	-
	-

	Distribution 
	7
	8
	8
	8
	1,640
	1,755
	1,761
	1,875

	User Support
	6
	8
	7
	7
	487
	516
	475
	475

	Non-Operating
	6
	9
	1
	1
	1,844
	2,965
	111
	111

	Implementation
	-
	-
	7
	7
	-
	-
	1,180
	1,180

	Sust. Engineering
	-
	-
	7
	7
	-
	-
	571
	571

	Eng. Support
	-
	-
	7
	7
	-
	-
	378
	378

	Tech Coord.
	-
	-
	6
	6
	-
	-
	134
	134

	Management
	-
	-
	6
	6
	-
	-
	392
	392

	Misc Non-Staff
	-
	-
	6
	6
	-
	-
	906
	906

	CurveBall
	-
	10
	10
	10
	-
	1,002
	1,007
	1,007

	Analyze CDB 
	4
	4
	4
	4
	1,171
	1,107
	955
	955

	Skippy
	-
	-
	23
	23
	-
	-
	1,520
	1,520

	Run_Moxie
	14
	15
	14
	19
	3,796
	4,296
	1,919
	2,846

	CDB_Test
	2
	2
	2
	2
	882
	784
	784
	784

	User Forms
	26
	44
	48
	52
	1,572
	2,752
	4,001
	4,146

	Total
	123
	155
	214
	224
	17,583
	21,837
	22,956
	24,861


A.1 
Cost Estimation Toolkit Modules and Procedures

The CET includes eleven modules, each including at least one procedure, described below. Source listings are not included in the Technical Description Document but are available in the CET Excel workbook.

A.1.1  
CET Common Area

The Common_Area module contains only declarations of variables accessible to all modules/procedures that comprise the CET. These include Activity Dataset parameters, CDB parameters, Life Cycle Cost Estimate parameters, and many internal working parameters. There are a total of 544 parameter definitions, executable SLOC (not including comments).

These include several groups of parameters:

a. Program Control Parameters

These are 8 basic configuration parameters for the CET. They include:

1) The maximum length of a data activity life cycle - 12 (years).

2) The maximum number of CDB data activities - 40.

3) The maximum number of Ingest streams - 25.

4) The maximum number of Product streams (operational processing) - 50.

5) The maximum number of Distribution streams (operational distribution) - 20.

6) The CET operating mode – Normal Estimator or Exerciser.

7) The CET class – Development System or End-User System.

8) The CET platform – PC or Macintosh (detected by the CET).

b. Activity Dataset Parameters

There are 183 Activity Dataset parameters. These include:

12 functional area Activity Dataset worksheet row pointers.

2 LCE output Activity Dataset worksheet row pointers.

Activity Dataset Content – 103 parameters:
15 Activity Level parameters.

12 Ingest functional area parameters.

19 Processing functional area parameters.

2 Documentation functional area parameters.

7 Archive functional area parameters.

31 Access and Distribution functional area parameters.

3 User Support functional area parameters.

1 Sustaining Engineering functional area parameter.

1 Engineering Support functional area parameters.

7 Technical Coordination functional area parameters.

1 Implementation functional area parameters.

4 Misc Non-Staff Cost (formerly Facility / Infrastructure) functional area parameters.

14 Functional Area flags, that are set to indicate that the Activity Dataset includes that function.
14 Functional Area to Modify flags, that are set to indicate which functional areas a user wishes to modify.

38 parameter buffers for an ingest data stream, a product stream, and an operational distribution stream.  These hold the contents of a single stream during data entry or modification.

c. Comparables Database Parameters

There are 131 CDB parameters. These include:

13 functional area row pointers.

Comparables Database - 118 data activity functional area parameters:
19 Data activity level functional area parameters.
8 Ingest functional area parameters.

20 Processing functional area parameters.

3 Documentation functional area parameters.

14 Archive functional area parameters.

32 Access and Distribution functional area parameters.

5 User Support functional area parameters.

3 Sustaining Engineering functional area parameters.

2 Engineering Support functional area parameters.

1 Technical Coordination functional area parameters.

8 Implementation functional area parameters.

3 Management functional area parameters.

0 Misc Non-Staff Cost (old Facility / Infrastructure functional area) parameters.

d. Life Cycle Cost Estimate (LCE) Parameters

These include 79 parameters:

34 Roll-Up LCE Output parameters:
3 Ingest LCE Component parameters.

3 Processing LCE Component parameters.

2 Documentation LCE Component parameters.

3 Archive LCE Component parameters.

3 Access and Distribution LCE Component parameters.

3 User Support LCE Component parameters.

2 Sustaining Engineering LCE Component parameters.

2 Engineering Support LCE Component parameters.

2 Technical Coordination LCE Component parameters.

5 Implementation LCE Component parameters.

12 Misc Non-Staff (formerly Facility / Infrastructure) LCE Component parameters.

5 Management LCE Component parameters.

e. Default Values for Control Parameters

These include 89 parameters:

5 Level of Service and Parameter Coefficients

14 Ingest Defaults

24 Processing Defaults

11 Archive Defaults

14 Distribution Defaults

1 Documentation Default

1 User Support Default

14 Implementation Defaults

3 Sustaining Engineering Defaults
1 Engineering Support Default

1 Management Default

f. Reviewer Parameters

8 Skippy revised estimate parameters

g. Other Common Variables

28 parameters.

A.1.2  
CET Estimator Main Module - MoxieMain

The MoxieMain module contains 29 procedures, and includes 2,085 executable SLOC (not including comments). Table A2 below lists the procedures in the MoxieMain module, indicating the section describing it and the number of executable SLOC it contains.

Table A2 – CET Estimator MoxieMain Procedures

	Procedure Name
	Section
	Executable SLOC
	Notes

	Moxie_Main 
	A.1.2.1
	294
	CET Main Procedure

	About_CET 
	A.1.2.2
	3
	CET Information Message

	Initializer 
	A.1.2.3
	196
	Set defaults, etc.

	ProtectSheets 
	A.1.2.4
	60
	Protect / Hide worksheets

	UnProtectSheets 
	A.1.2.5
	49
	Remove protection, hiding

	Get_Active_ADS
	A.1.2.6
	129
	Runs building or changing ADS

	Read_Activity 
	A.1.2.7
	30
	“Read” procedures load the ADS

	Read_Ingest 
	A.1.2.8
	19
	arrays from the ADS worksheet

	Read_Process 
	A.1.2.9
	29
	

	Read_Docum 
	A.1.2.10
	7
	

	Read_Archive 
	A.1.2.11
	13
	

	Read_Distrib 
	A.1.2.12
	43
	

	Read_UserSupt 
	A.1.2.13
	8
	

	Read_NonOp 
	A.1.2.14
	25
	

	Function_Info 
	A.1.2.15
	37
	Select functions for new ADS

	Activity_Info 
	A.1.2.16
	47
	Get activity level info for ADS

	LCE_Rollup 
	A.1.2.17
	100
	Do LCE rollup from functions

	Show_Estimate 
	A.1.2.18
	449
	Put LCE in display worksheets

	Show_Sheets 
	A.1.2.19
	63
	Display estimate worksheets

	Show_Sheets_Mac 
	A.1.2.20
	59
	Display estimate worksheets

	Save_ADS 
	A.1.2.21
	43
	Save ADS as new worksheet

	ADS_Worksheet_List 
	A.1.2.22
	18
	Build list of ADS worksheets

	Delete_ADS 
	A.1.2.23
	25
	Delete a selected ADS worksheet

	Loggy 
	A.1.2.24
	7
	Base 10 logarithm function

	PG1FormModeless 
	A.1.2.25
	3
	

	PG2FormModeless 
	A.1.2.26
	3
	

	ScrnAvg 
	A.1.2.27
	61
	Average w/casting out extremes

	Work 
	A.1.2.28
	8
	Compute ‘work’ parameter

	Graph_Grapher2
	A.1.2.29
	257
	Generates Graphs 1 - 12


A.1.2.1  Moxie_Main Procedure

This procedure runs the overall CET processing loop. The module sets up and produces a life cycle cost estimate for a new data activity described by an Activity Dataset. The module:

1. Get user input to select, build or modify Activity Dataset:

   a.  Select functional areas to be included or modified;

   b.  Provide new or modified parameters for each functional area.

2. Control Cost Estimator Tool execution:

    a. Connect up with Comparables database;

    b. Produce separate estimates for each of the selected functional areas, function by function;

    c. Roll up Data Activity result, summing across the functional areas;

    d. Show output, the Life Cycle Cost Estimate for a Data Activity, and Quality Report;

    e. Allow user to do 'what if' exercises on an Activity Dataset (i.e. loop back, modify, and re-   

        run);

    f. Save new or modified Activity Dataset, or delete Activity Datasets.

3. Control Reviewer Tool execution.

The procedure is activated by a button on the CET “Title” worksheet. The procedure calls the Initializer, StartUp, Get_Active_ADS, Load_CDB, Do_Ingest, Do_Process, Do_Document, Do_Archive, Do_SearchOrder, Do_Distrib, Do_UserSupt, Do_NonOp, LCE_Rollup, Show_Estimate, QualityRpt, Save_ADS, and Delete_ADS procedures. It calls SkippyMain, the Reviewer procedure.
The procedure includes 294 executable SLOC (not including comments).

A.1.2.2  About_CET Procedure

This procedure provides the user with background information on the CET and points of contact for assistance.

The procedure includes 3 executable SLOC (not including comments).

A.1.2.3  Initializer Procedure

This procedure initializes the LCE output parameters, sets up the list of internal worksheets, sets default values for control parameters, and initializes an Activity Dataset. It is called by the Moxie_Main, Run_Moxie, Analyze_CDB, and Analyze_CDB_Test procedures. It does not call any CET procedure.

The procedure includes 196 executable SLOC (not including comments).

A.1.2.4  ProtectSheets Procedure

This procedure, for the end-user mode of operation, sets password protection for a specified set of CET worksheets that will be visible to the user but protected from change by the user. The procedure also hides internal CET worksheets that are not useful to the user. It is called when the title worksheet is opened or activated.

The procedure includes 60 executable SLOC (not including comments).

A.1.2.5  UnProtectSheets Procedure

This procedure clears the worksheet password protection. Protection is cleared while the Estimator, Reviewer, or CDB Analyzer are running (and restored when they are finished).

The procedure includes 49 executable SLOC (not including comments).

A.1.2.6  Get_Active_ADS Procedure

This procedure runs the building of a new Activity Dataset or the modification of an existing Activity Dataset. The procedure handles three cases: 1) the user enters a new activity dataset that becomes the active Activity Dataset and gives a name to save it under; 2) the user names an existing Activity Dataset to use as is or with modifications (the user can save the modified ADS under a new name, in which case the old version remains under the original name, or save it under the original name, in which case the old version is gone, replaced by the new version) or 3) the user has chosen to reuse the current activity dataset, e.g. to run a 'what if' by making modifications to it and running the CET on the modified version.  

The procedure is called by the Moxie_Main procedure. It calls the ADS_Worksheet_List, Function_Info, Activity_Info, Ingest_Info, Process_Info, Document_Info, Archive_Info, SearchOrder_Info, Distrib_Info, UserSupt_Info, NonOp_Info, Read_Activity, Read_Ingest, Read_Process, Read_Docum, Read_Archive, Read_Search, Read_Distrib, Read_UserSupt, and Read_NonOp procedures. It calls the  UF_SelectADS and UF_GetFunkMod user forms.

The procedure includes 129 executable SLOC (not including comments).

A.1.2.7  Read_Activity Procedure

This procedure reads the activity level information portion of the Activity Dataset worksheet into the ADS arrays. It is called by the Get_Active_ADS, Activity_Info, and Read_ADS procedures.

The procedure includes 30 executable SLOC (not including comments).

A.1.2.8  Read_Ingest Procedure

This procedure reads the Ingest functional area information portion of the Activity Dataset worksheet into the ADS arrays. It is called by the Get_Active_ADS and Read_ADS procedures.

The procedure includes 19 executable SLOC (not including comments).

A.1.2.9  Read_Process Procedure

This procedure reads the Processing functional area information portion of the Activity Dataset worksheet into the ADS arrays. It is called by the Get_Active_ADS and Read_ADS procedures.

The procedure includes 29 executable SLOC (not including comments).
A.1.2.10  Read_Docum Procedure

This procedure reads the Documentation functional area information portion of the Activity Dataset worksheet into the ADS arrays. It is called by the Get_Active_ADS and Read_ADS procedures.

The procedure includes 7 executable SLOC (not including comments).

A.1.2.11  Read_Archive Procedure

This procedure reads the Archive functional area information portion of the Activity Dataset worksheet into the ADS arrays. It is called by the Get_Active_ADS and Read_ADS procedures.

The procedure includes 13 executable SLOC (not including comments).

A.1.2.12  Read_Distrib Procedure

This procedure reads the Access and Distribution functional area information portion of the Activity Dataset worksheet into the ADS arrays. It is called by the Get_Active_ADS and Read_ADS procedures.

The procedure includes 43 executable SLOC (not including comments).

A.1.2.13  Read_UserSupt Procedure

This procedure reads the User Support functional area information portion of the Activity Dataset worksheet into the ADS arrays. It is called by the Get_Active_ADS and Read_ADS procedures.

The procedure includes 8 executable SLOC (not including comments).

A.1.2.14  Read_NonOp Procedure

This procedure reads the non-operational functional areas information portion of the Activity Dataset worksheet, including Sustaining Engineering, Engineering Support, Technical Coordination, Implementation, and Facility / Infrastructure, into the ADS arrays. It is called by the Get_Active_ADS and Read_ADS procedures.

The procedure includes 25 executable SLOC (not including comments).

A.1.2.15  Function_Info Procedure

This procedure gets from the user the functional areas the user wants to include in a new Activity Dataset. It is called by the Get_Active_ADS procedure. It calls the UF_GetFunction user form.

The procedure includes 37 executable SLOC (not including comments).

A.1.2.16  Activity_Info Procedure

This procedure gets from the user Activity level information for a new Activity Dataset. It is called by the Get_Active_ADS procedure. It calls the Read_Activity procedure. It calls the UF_GetActInfo user form.

The procedure includes 47 executable SLOC (not including comments).

A.1.2.17  LCE_Rollup Procedure

This procedure computes the roll-up life cycle cost estimate parameters from the individual functional area parameters computed previously. It is called by the Moxie_Main and Run_Moxie procedures. It does not call any CET procedures.

The procedure includes 100 executable SLOC (not including comments).

A.1.2.18  Show_Estimate Procedure

This procedure places the life cycle cost estimate in the CET “Output” and “Output2” worksheets, displays the life cycle cost estimate output to the user, and prints it if requested. It appends the life cycle cost estimate to the Activity Dataset worksheet.  It is called by the Moxie_Main and Run_Moxie procedures. It calls the Pg1FormModeless and Call Pg2FormModeless procedures. It calls the UF_PrintOrNotPg1 and UF_PrintOrNotPg2 user forms.

The procedure includes 449 executable SLOC (not including comments).

A.1.2.19  Show_Sheets Procedure

This procedure controls the display of LCE output worksheets to the user, for the PC. It is called by the Show_Estimate procedure.
The procedure includes 63 executable SLOC (not including comments).

A.1.2.20  Show_Sheets_Mac

This procedure controls the display of LCE output worksheets to the user, for the Macintosh. It is called by the Show_Estimate procedure.
The procedure includes 59 executable SLOC (not including comments).

A.1.2.21  Save_ADS Procedure

This procedure saves an Activity Dataset by writing it to either a new worksheet with a new name provided by the user or by writing over an earlier version of it. It uses the “ActiveADS” and the new data activity’s Activity Dataset (ADS) worksheet. It is called by the Moxie_Main procedure. It does not call any CET procedures.

The procedure includes 43 executable SLOC (not including comments).

A.1.2.22  ADS_Worksheet_List Procedure

This procedure builds a list of currently existing Activity Dataset worksheets, screening out the internal worksheets used by the CET. It is called by the Get_Active_ADS, Delete_ADS, and Get_Test_Subjects procedures. It does not call any CET procedure.

The procedure includes 18 executable SLOC (not including comments).

A.1.2.23  Delete_ADS Procedure

This procedure allows to select from a list and delete an Activity Dataset worksheet. It is called by the Moxie_Main procedure. It calls the ADS_Worksheet_List procedure. It calls the UF_GetADSDelete user form.

The procedure includes 25 executable SLOC (not including comments).

A.1.2.24  Loggy Function

This function procedure is used to compute the base 10 logarithm of a parameter, with some safeguards. It is called by the Ingest_Effort_Estimate, Process_Effort_Estimate, Archive_Effort_Estimate, and Distrib_Effort_Estimate procedures.

The function includes 7 executable SLOC (not including comments).

A.1.2.25  PG1FormModeless Procedure

This procedure displays a modeless form over the first page (worksheet) of the LCE output. The modeless form allows the user to scroll the LCE worksheet while a response to the form is pending. It is called by the Show_Estimate Procedure. It does not call any CET procedure.

The procedure includes 3 executable SLOC (not including comments). 

A.1.2.26  PG2FormModeless Procedure

This procedure displays a modeless form over the second page (worksheet) of the LCE output. The modeless form allows the user to scroll the LCE worksheet while a response to the form is pending. It is called by the Show_Estimate Procedure. It does not call any CET procedure.

The procedure includes 3 executable SLOC (not including comments).

A.1.2.27  ScrnAvg Function

This function procedure computes an average value of a parameter for a set of parameter values passed to it. It used the two iteration exclusion of extremes approach to eliminate relative outliers provided that the number of values (i.e. data activities having a value) of the parameter is sufficient.  It is called by the Ingest_Effort_Estimate, Process_Effort_Estimate, Archive_Effort_Estimate, Distrib_Effort_Estimate and Non_Op_Effort_Estimate procedures.

The procedure includes 61 executable SLOC (not including comments).

A.1.2.28  Work Function

This function procedure computes the value of ‘work’ from product count and volume values passed to it. Volume and product counts are multiplied by coefficients chosen to balance their contribution to ‘work’, and added. The natural logarithm of the sum is then taken to produce the ‘work’ value. It is called by the functional area ADS and CDB intermediate parameter computation procedures.

The procedure includes 8 executable SLOC (not including comments).

A.1.2.29  Graph_Grapher2 Procedure

This procedure offers the user a selection of twelve graphs, produces the graph the user selects, and checks to see if the user wants to print the selected graph, select another graph, or exit the graph generating function. The individual graphs present different breakdowns of the FTE and cost estimates produced by the CET and are described in detail in the Users’ Guide.

The procedure includes 257 executable SLOC (not including comments).

A.1.3  
CDB Access Module

The CDB_Access module contains a single procedure, Load_CDB, with 353 executable SLOC. 

A.1.3.1  Load_CDB Procedure

This procedure is used to read the data from the CDB workbook.  It accesses the CDB workbook and loads the CDB records into the CDB arrays for processing by the CET. The current assumptions are: 1) the CDB will contain information for a maximum of 40 data activities, and 2) each data activity will have a maximum life-to-date of 12 years. The CDB information is stored in parameter arrays grouped by functional area. Each parameter array contains 40 groups of 12 columns - a group of 12 columns for CDB each data activity, one for each mission year, 1 thru 12. The Load_CDB procedure reads the CDB records from the CDB workbook and builds the CDB arrays. The CDB record for each data activity in the CDB is contained in a separate worksheet within the CDB workbook. The procedure is called by the Moxie_Main, Read_CDB, Analyze_CDB, and Analyze_CDB_Test procedures.

The procedure includes 196 executable SLOC (not including comments).

A.1.4 
 Functional Area Modules

The CET includes a set of nine modules that contain the code for the processing associated with the functional areas of ingest, processing, documentation, archive, search and order, access and distribution, user support, instrument / mission operations, and the group of non-operational functional areas. These modules have a common structure, i.e. use a common set of procedure types, that is outlined in Table A3 below. In the table, “FFFF” is a placeholder for the functional area name, e.g. “Ingest”, so that the procedure type name “FFFF_Info” indicates the procedures Ingest_Info, Processing_Info, etc.  The individual procedures are described in the sections that follow the table.

Table A3 – Estimator Functional Area Module Structure

	Procedure  Type
	Function

	Declarations
	Defines parameters used across the functional area module.

	FFF_Info
	Interacts with user to builds or modify new data activity’s ADS information for the functional area.

	Do_FFFF
	Controls production of LCE for the functional area, calls the next three types in sequence.

	ADS_intermediates
	Computes ADS intermediate parameters, e.g. sums across ingest, processing, distribution streams to get year-by-year workload.

	CDB_intermediates
	Computes CDB intermediate parameters for the area, generally annual average values for workload parameters, effort.

	FFFF_Effort_Estimate
	Computes the components of the effort estimate for the area (i.e., year-by-year operations and technical effort, and non-staff items where applicable.

	F_Display_Estimate
	Displays the estimate and a lot other data, intermediate data, in Function tab worksheet.


A.1.4.1 Ingest Module

The Ingest module contains 7 procedures with a total of 1,179 executable SLOC, not including comments, that perform computation of Activity Dataset and CDB intermediate parameters and effort estimates for the Ingest functional area.  

A.1.4.1.1  Ingest Module Declarations

This procedure defines parameters accessible to all procedures within the Ingest module.  '   Produce estimate of ops FTE, technical FTE, and total FTE. The module develops two Ingest Effort Estimating Relationships; one to estimate Ingest Ops FTE and one to estimate Ingest Tech FTE.  The module allow for facts that: 1) not all data activities will have useable information about this function, and 2) not all parameters will be present (non-zero) for any given activity that

has enough to quality as usable.

The procedure includes 45 executable SLOC (not including comments).

A.1.4.1.2  Ingest_Info Procedure

This procedure is used to get ingest information from the user, either to define new ingest streams, delete ingest streams, or modify ingest streams, as the user builds a new Activity Dataset or modifies an existing Activity Dataset.  The results are saved in Ingest information Activity Dataset arrays and the currently active Activity Dataset. It is called by the Get_Active_ADS procedure. It calls the UF_GetIngestInfo and UF_GetStream user forms.

The procedure includes 309 executable SLOC (not including comments).

A.1.4.1.3  Do_Ingest Procedure

This procedure runs the CET’s processing for the Ingest functional area.  It is called by the Moxie_Main and Run_Moxie procedures. It calls, in sequence, the ADS_Intermeds,  CDB_Intermeds, and Ingest_Effort_Estimate procedures. 

The procedure includes 45 executable SLOC (not including comments).

A.1.4.1.4  ADS_Intermeds Procedure

This procedure computes Activity Dataset ingest intermediate parameters, summing over ingest streams in the Activity Dataset, to produce total year-by-year ingest workload parameters.

It is called by the Do_Ingest procedure. It does not call any CET procedures.

The procedure includes 134 executable SLOC (not including comments).

A.1.4.1.5  CDB_Intermeds Procedure

This procedure computes CDB ingest intermediate parameters. It computes averages of each parameter over the life of each CDB data activity. It is called by the Do_Ingest, Analyze_CDB, and Analyze_CDB_Test procedures. It does not call any CET procedures.

The procedure includes 45 executable SLOC (not including comments).

A.1.4.1.6  Ingest_Effort_Estimate Procedure

This procedure generates life cycle estimates of ingest effort for a new Activity Dataset.  The procedure implements the estimation approach described in Section 3 above. It computes a year-by-year weighted average of individual by parameter effort estimates for operations effort. The procedure is called by the Do_Ingest procedure. It calls the CurveFit and I_Display_Estimate procedures and the MockTurtle function, and for Version 2, the SensValues function.
The procedure includes 610 executable SLOC (not including comments).

A.1.4.1.7 I_Display_Estimate Procedure

This procedure displays the ingest estimate and diagnostic information on the ingest function tab worksheet. It is called by the Ingest_Effort_Estimate procedure.

The procedure includes 105 executable SLOC (not including comments).

A.1.4.2   Processing Module

The Processing module contains 7 procedures, with a total of 1,818 executable SLOC, not including comments that perform computation of Activity Dataset and CDB intermediate parameters and effort estimates for the Processing functional area.

The module generates the processing component of the data activity life cycle cost estimate by the following steps: 1) from the Activity Dataset, compute intermediate parameters that will be used as EER inputs. These are year-by-year, except for an overall processing LOS; 2) from the CDB, compute intermediate parameters for each data activity in CDB, one average value for each parameter for each data activity, not year-by-year; 3)  Develop EERs for processing functional area outputs, an EER for Processing Operations FTE and an EER for Processing Technical FTE; 4) Generate Outputs - Processing components of life cycle cost estimate: Processing Ops FTE using EER and ADS inputs, Processing Technical FTE using EER and ADS inputs, and Total Processing FTE as the sum of the above.
A.1.4.2.1  Processing Module Declarations

This procedure defines parameters accessible to all procedures within the Processing module. 

The procedure includes 101 executable SLOC (not including comments).

A.1.4.2.2  Process_Info Procedure

This procedure is used to get processing information from the user, either to define new processing streams, delete processing streams, or modify processing streams, as the user builds a new Activity Dataset or modifies an existing Activity Dataset.  The results are saved in Processing information Activity Dataset arrays and the currently active Activity Dataset. It is called by the Get_Active_ADS procedure. It calls the UF_GetProcFlags, UF_GetProcessInfo and UF_GetProdStream user forms.

The procedure includes 463 executable SLOC (not including comments).

A.1.4.2.3  Do_Process Procedure

This procedure runs the CET’s processing for the Processing functional area.  It is called by the Moxie_Main and Run_Moxie procedures. It calls, in sequence, the ADS_Pintermeds,  CDB_Pintermeds, and Process_Effort_Estimate procedures.

The procedure includes 61 executable SLOC (not including comments).

A.1.4.2.4  ADS_Pintermeds Procedure

This procedure computes Activity Dataset processing intermediate parameters, summing over production streams in the Activity Dataset, to produce total year-by-year processing workload parameters. It is called by the Do_Process procedure. It does not call any CET procedures.

The procedure includes 270 executable SLOC (not including comments).

A.1.4.2..5  CDB_Pintermeds Procedure

This procedure computes CDB processing intermediate parameters. It computes averages of each parameter over the life of each CDB data activity. It is called by the Do_Process, Analyze_CDB, and Analyze_CDB_Test procedures. It does not call any CET procedures.

The procedure includes 91 executable SLOC (not including comments).

A.1.4.2.6  Process_Effort_Estimate Procedure

This procedure generates life cycle estimates of processing effort for a new Activity Dataset.  The procedure implements the estimation approach described in Section 3 above. It computes e-w ratios for workload parameters, averages of e-w ratios for workload parameters, and a year-by-year weighted average of individual by parameter effort estimates for operations and technical effort. It is called by the Do_Process procedure. It calls the CurveFit and P_Display_Estimate procedures and the MockTurtle function, and for Version 2, the SensValues function.
The procedure includes 975 executable SLOC (not including comments).

A.1.4.2.7 P_Display_Estimate Procedure

This procedure displays the processing estimate and diagnostic information on the processing function tab worksheet. It is called by the Process_Effort_Estimate procedure.
The procedure includes 101 executable SLOC (not including comments).

A.1.4.3 Documentation Module

The Documentation module contains 7 procedures, with a total of 385 executable SLOC, not including comments, that perform computation of Activity Dataset and CDB intermediate parameters and effort estimates for the Documentation functional area.

A.1.4.3.1 Documentation Module Declarations

This procedure defines parameters accessible to all procedures within the Documentation module. 

The procedure includes 23 executable SLOC (not including comments).

A.1.4.3.2  Document_Info Procedure

This procedure is used to get documentation information from the user, either to define new parameters, or modify existing parameters, as the user builds a new Activity Dataset or modifies an existing Activity Dataset.  The results are saved in Documentation information Activity Dataset arrays and the currently active Activity Dataset. It is called by the Get_Active_ADS procedure. It calls the UF_GetDocInfo user form.

The procedure includes 43 executable SLOC (not including comments).

A.1.4.3.3  Do_Document Procedure

This procedure runs the CET’s processing for the Documentation functional area.  It is called by the Moxie_Main and Run_Moxie procedures. It calls, in sequence, the ADS_Dintermeds,  CDB_Dintermeds, Document_Effort_Estimate and Doc_Display_Estimate procedures.

The procedure includes 27 executable SLOC (not including comments).

A.1.4.3.4  ADS_Dintermeds Procedure

This procedure computes Activity Dataset documentation intermediate parameters, summing over documentation parameters in the Activity Dataset, to produce total year-by-year documentation workload parameters. It is called by the Do_Document procedure. It does not call any CET procedures.

The procedure includes 7 executable SLOC (not including comments).

A.1.4.3.5  CDB_Dintermeds Procedure

This procedure computes CDB documentation intermediate parameters. It computes averages of each parameter over the life of each CDB data activity. It is called by the Do_Document, Analyze_CDB, and Analyze_CDB_Test procedures. It does not call any CET procedures.

The procedure includes 29 executable SLOC (not including comments).

A.1.4.3.6  Document_Effort_Estimate Procedure

This procedure generates life cycle estimates of documentation effort for a new Activity Dataset.  The procedure implements the estimation approach described in Section 3 above. It computes e-w ratios for workload parameters, averages of e-w ratios for workload parameters, and a year-by-year weighted average of individual by parameter effort estimates for technical effort. It is called by the Do_Document procedure. It does not call any CET procedures.

The procedure includes 221 executable SLOC (not including comments).

A.1.4.3.7 Doc_Display_Estimate Procedure

This procedure displays the documentation estimate and diagnostic information on the documentation function tab worksheet. It is called by the Do_Document procedure.

The procedure includes 35 executable SLOC (not including comments).

A.1.4.4 
 Archive Module

The Archive module contains 7 procedures, with a total of 914 executable SLOC, not including comments, that perform computation of Activity Dataset and CDB intermediate parameters and effort estimates for the Archive functional area.

The module generates the archive component of the data activity life cycle cost estimate by the following steps:  1) from the Activity Dataset, compute intermediate parameters that will be used as EER inputs (overall parameters, e.g. averaged over streams); 2) from the CDB, compute intermediate parameters for each data activity in CDB, one average value for each parameter for each data activity, not year-by-year; 3) develop EERs for archive functional area outputs, an EER for Archive Operations FTE and an EER for Archive Technical FTE; 4) Generate Outputs - Archive components of life cycle cost estimate, Archive Ops FTE using EER and ADS inputs,

Archive Technical FTE using EER and ADS inputs, and Total Archive FTE as sum of above.

Archive parameters are derived from the Ingest, Processing and Access and Distribution functional areas (e.g. ingest and processing streams are the source of input to the archive).

A.1.4.4.1  Archive Module Declarations

This procedure defines parameters accessible to all procedures within the Archive module. 

This procedure includes 72 executable SLOC (not including comments).

A.1.4.4.2  Archive_Info Procedure

This procedure is used to get ingest information from the user, either to define new archive parameters, or modify archive parameters, as the user builds a new Activity Dataset or modifies an existing Activity Dataset.  The results are saved in Archive information Activity Dataset arrays and the currently active Activity Dataset. It is called by the Get_Active_ADS procedure. It calls the UF_GetArchiveInfo user form.

The procedure includes 63 executable SLOC (not including comments).

A.1.4.4.3  Do_Archive Procedure

This procedure runs the CET’s processing for the Archive functional area. It is called by the Moxie_Main and Run_Moxie procedures. It calls, in sequence, ADS_Aintermeds,  CDB_Aintermeds, and Archive_Effort_Estimate.

The procedure includes 75 executable SLOC (not including comments).

A.1.4.4.4  ADS_Aintermeds Procedure

This procedure computes Activity Dataset archive intermediate parameters, summing over ingest and production streams in the Activity Dataset, to produce total year-by-year archive workload parameters. It is called by the Do_Archive procedure. It does not call any CET procedure.

The procedure includes 100 executable SLOC (not including comments).

A.1.4.4.5  CDB_Aintermeds Procedure

This procedure computes CDB archive intermediate parameters. It computes averages of each parameter over the life of each CDB data activity.  It is called by the Do_Archive, Analyze_CDB, and Analyze_CDB_Test procedures. It does not call any CET procedure.

The procedure includes 63 executable SLOC (not including comments).

A.1.4.4.6  Archive_Effort_Estimate Procedure

This procedure generates life cycle estimates of archive effort for a new Activity Dataset.  The procedure implements the estimation approach described in Section 3 above. It computes e-w ratios for workload parameters, averages of e-w ratios for workload parameters, and a year-by-year weighted average of individual by parameter effort estimates for operations and technical effort. It is called by the Do_Archive procedure. It calls the CurveFit and A_Display_Estimate procedures and the MockTurtle function and for Version 2, the SensValues function.
The procedure includes 581 executable SLOC (not including comments).

A.1.4.4.7  A_Display_Estimate Procedure
This procedure displays the archive estimate and diagnostic information on the archive function tab worksheet. It is called by the Archive_Effort_Estimate procedure.

The procedure includes 74 executable SLOC (not including comments).

A.1.4.5 
 Access and Distribution Module

The Distribution module contains 8 procedures, with a total of 1,761 executable SLOC, not including comments, that perform computation of Activity Dataset and CDB intermediate parameters and effort estimates for the Access and Distribution functional area.

The module generates the Distribution component of the data activity life cycle cost estimate by the following steps:  1) from the Activity Dataset, compute intermediate parameters that will be used as EER inputs, which are year-by-year, except for an overall Distribution LOS;  2) from the CDB, compute intermediate parameters for each data activity in CDB, one average value for each parameter for each data activity, not year-by-year; 3) develop EERs for Distribution functional area outputs, an EER for Distribution Operations FTE and an EER for Distribution Technical FTE; 4) generate outputs - Distribution components of life cycle cost estimate: Distribution Ops FTE using EER and ADS inputs, Distribution Technical FTE using EER and ADS inputs, and Total Distribution FTE as sum of above

A.1.4.5.1  Distribution Module Declarations

This procedure defines parameters accessible to all procedures within the Access and Distribution module.

The procedure includes 113 executable SLOC (not including comments).

A.1.4.5.2  Distrib_Info Procedure

This procedure is used to get access and distribution information from the user, either to define new operational distribution streams, delete operational distribution streams, or modify operational distribution streams, and to define or modify parameters describing ‘by request’ distribution, as the user builds a new Activity Dataset or modifies an existing Activity Dataset.  The results are saved in Distribution information Activity Dataset arrays and the currently active Activity Dataset. Two modes of distribution are assumed, a given site may do one or both: 1) operational distribution of product streams, in which case the user is asked for information about operational distribution streams, and ‘by request’ distribution to users who request products, in which case the user is asked for information needed to enable the CET to compute an estimated profile of request activity. It is called by the Get_Active_ADS procedure. It calls the By_Request_Model procedure described below. It calls the UF_GetDistribPars, UF_GetDistStreamInfo, UF_GetDistByReqInfo and UF_GetDistStream user forms.

The procedure includes 667 executable SLOC (not including comments).

A.1.4.5.3  By_Request_Model Procedure
This procedure computes a year-by-year profile of by request user activity given parameters provided by the user. A simple exponential profile model is used. The profile is included in the new or modified Activity Dataset arrays and the currently active Activity Dataset. The procedure is called by the Distrib_Info procedure.

The procedure includes 47 executable SLOC (not including comments)

A.1.4.5.4  Do_Distrib Procedure

This procedure runs the CET’s processing for the Access and Distribution  functional area. It is called by the Moxie_Main and Run_Moxie procedures. It calls, in sequence, ADS_DTintermeds,  CDB_DTintermeds, and Distrib_Effort_Estimate.

The procedure includes 88 executable SLOC (not including comments).

A.1.4.5.5  ADS_DTintermeds Procedure

This procedure computes Activity Dataset access and distribution intermediate parameters, summing over operational distribution streams and by-request distribution parameters in the Activity Dataset, to produce total year-by-year access and distribution workload parameters. It is called by the Do_Distrib procedure. It does not call any CET procedures.

The procedure includes 183 executable SLOC (not including comments).

A.1.4.5.6  CDB_DTintermeds Procedure

This procedure computes CDB access and distribution intermediate parameters. It computes averages of each parameter over the life of each CDB data activity. It is called by the Do_Distrib, Analyze_CDB, and Analyze_CDB_Test procedures. It does not call any CET procedures.

The procedure includes 91 executable SLOC (not including comments).

A.1.4.5.7  Distrib_Effort_Estimate Procedure

This procedure generates life cycle estimates of access and distribution effort for a new Activity Dataset.  The procedure implements the estimation approach described in Section 3 above. It computes e-w ratios for workload parameters, averages of e-w ratios for workload parameters, and a year-by-year weighted average of individual by parameter effort estimates for operations and technical effort. It is called by the Do_Distrib procedure. It calls the CurveFit and D_Display_Estimate procedures and the MockTurtle function, and for Version 2, the SensValues function.
The procedure includes 605 executable SLOC (not including comments).

A.1.4.5.8  D_Display_Estimate

This procedure displays the distribution estimate and diagnostic information on the distribution function tab worksheet. It is called by the Distrib_Effort_Estimate procedure.

The procedure includes 81 executable SLOC (not including comments).

A.1.4.6 User_Support Module

The User_Support module contains 7 procedures, with a total of 475 executable SLOC, not including comments, that perform computation of Activity Dataset and CDB intermediate parameters and effort estimates for the User Support functional area.

The module generates the User Support component of the data activity life cycle cost estimate by the following steps: 1) from the Activity Dataset, compute intermediate parameters that will be used as EER inputs; 2) from the CDB, compute intermediate parameters for each data activity in CDB, one value for each parameter for each data activity, not year-by-year; 3) develop EERs for User Support functional area outputs, an EER for User Support Technical FTE and an EER for User Support Operational FTE; 4) generate outputs - User Support components of life cycle cost estimate:  User Support Tech FTE using EER and ADS inputs, User Support Ops FTE using EER and ADS inputs, and Total User Support FTE as sum of above.

A.1.4.6.1 User Support Module Declarations

This procedure defines parameters accessible to all procedures within the User Support module. 

The procedure includes 28 executable SLOC (not including comments).

A.1.4.6.2 UserSupt_Info Procedure

This procedure is used to get user support information from the user, either to define new user support parameters, or modify user support parameters, as the user builds a new Activity Dataset or modifies an existing Activity Dataset.  The results are saved in User Support information Activity Dataset arrays and the currently active Activity Dataset. It is called by the Get_Active_ADS procedure. It calls the UF_GetUserSuptInfo user form.

The procedure includes 58 executable SLOC (not including comments).

A.1.4.6.3 Do_UserSupt Procedure

This procedure runs the CET’s processing for the User Support functional area.  It is called by the Moxie_Main and Run_Moxie procedures. It calls, in sequence, ADS_USintermeds,  CDB_USintermeds, UserSupt_Effort_Estimate and U_Display_Estimate_1 procedures.

The procedure includes 38 executable SLOC (not including comments).

A.1.4.6.4 ADS_USintermeds Procedure

This procedure computes Activity Dataset user support intermediate parameters, summing over parameters in the Activity Dataset, to produce total year-by-year user support workload parameters. It is called by the Do_UserSupt procedure. It does not call any CET procedures.

The procedure includes 26 executable SLOC (not including comments).

A.1.4.6.5 CDB_USintermeds Procedure

This procedure computes CDB user support intermediate parameters. It computes averages of each parameter over the life of each CDB data activity. It is called by the Do_UserSupt, Analyze_CDB, and Analyze_CDB_Test procedures. It does not call any CET procedures.

The procedure includes 35 executable SLOC (not including comments).

A.1.4.6.6 UserSupt_Effort_Estimate Procedure

This procedure generates life cycle estimates of user support effort for a new Activity Dataset.  The procedure implements the estimation approach described in Section 3 above. It computes a year-by-year weighted average of individual by parameter effort estimates for operations and technical effort. It is called by the Do_UserSupt procedure. It calls the U_Display_Estimate procedure.

The procedure includes 249 executable SLOC (not including comments).

A.1.4.6.7  U_Display_Estimate Procedure

This procedure displays the user support estimate on the user support function tab worksheet. It is called by the Distrib_Effort_Estimate procedure.

The procedure includes 41 executable SLOC (not including comments).

A.1.4.7 Non-Operating Functions Module

The Non-Operating module contains 1 procedure, with a total of 111 executable SLOC, not including comments, that collects user ADS input for the non-operating functional areas: Implementation, Sustaining Engineering, Engineering Support, Activity Level Management, Technical Coordination, and Miscellaneous Non-Staff Costs (formerly Facility Infrastructure).

A.1.4.7.1 NonOp_Info Procedure

This procedure is used to get information about the Non-Operational functions from the user, as the user builds a new Activity Dataset or modifies an existing Activity Dataset.  The results are saved in Ingest information Activity Dataset arrays and the currently active Activity Dataset. It is called by the Get_Active_ADS procedure. The procedure calls the UF_GetNopAAInfo, UF_GetNopBBInfo, and UF_GetNopCCInfo user forms.

The procedure includes 111 executable SLOC (not including comments).

A.1.4.8 Implementation Module

The Implementation module contains 7 procedures, with a total of 1,180 executable SLOC, not including comments, that perform computation of Activity Dataset and CDB intermediate parameters and effort estimates for the Implementation functional area.

The module generates the Implementation component of the data activity life cycle cost estimate by the following steps: 1) from the Activity Dataset, compute intermediate parameters that will be used as EER inputs; 2) from the CDB, compute intermediate parameters for each data activity in CDB, one value for each parameter for each data activity, not year-by-year; 3) develop EERs for Implementation Technical FTE; 4) generate outputs – Implementation components of life cycle cost estimate:  Implementation Tech FTE using EER and ADS inputs.

A.1.4.8.1 Implementation Module Declarations

This procedure defines parameters accessible to all procedures within the Implementation module. 

The procedure includes 127 executable SLOC (not including comments).

A.1.4.8.2 Do_Implement Procedure

This procedure runs the CET’s processing for the Implementation functional area.  It is called by the Moxie_Main and Run_Moxie procedures. It calls, in sequence, ADS_ImpIntermeds,  CDB_ImpIntermeds, Impl_Effort_Estimate, and I_Display_Estimate procedures.

The procedure includes 65 executable SLOC (not including comments).

A.1.4.8.3 ADS_ImpIntermeds Procedure

This procedure computes Activity Dataset Implementation intermediate parameters, summing over parameters in the Activity Dataset, to produce total year-by-year Implementation workload parameters. It is called by the Do_Implement procedure. It does not call any CET procedures.

The procedure includes 52 executable SLOC (not including comments).

A.1.4.8.4 CDB_ImpIntermeds Procedure

This procedure computes CDB Implementation intermediate parameters. It computes averages of each parameter over the life of each CDB data activity. It is called by the Do_Implement, Analyze_CDB, and Analyze_CDB_Test procedures. It does not call any CET procedures.

The procedure includes 69 executable SLOC (not including comments).

A.1.4.8.5 Impl_Effort_Estimate Procedure

This procedure generates life cycle estimates of Implementation effort for a new Activity Dataset.  The procedure implements the estimation approach described in Section 3 above. It computes a year-by-year weighted average of individual by parameter effort estimates for operations and technical effort. It is called by the Do_Implement procedure. It computes a year-by-year weighted average of individual by parameter effort estimates for operations and technical effort. It computes estimates for various non-FTE items. It calls the CurveFit, I_Test_Output and I_Display_Results procedures and the MockTurtle function.

The procedure includes 565 executable SLOC (not including comments).

A.1.4.8.6 I_Test_Output Procedure

This procedure adds implementation estimate results to the Test worksheet during an Exerciser run. It is called by the Impl_Effort_Estimate procedure.
The procedure includes 106 executable SLOC (not including comments).

A.1.4.8.7 I_Display_Estimate Procedure

This procedure displays the Implementation estimate on the implementation function tab worksheet. It is called by the Impl_Effort_Estimate procedure.

The procedure includes 196 executable SLOC (not including comments).

A.1.4.9 Sustaining Engineering Module

The Sustaining Engineering module contains 7 procedures, with a total of 571 executable SLOC, not including comments, that perform computation of Activity Dataset and CDB intermediate parameters and effort estimates for the Sustaining Engineering functional area.

The module generates the Sustaining Engineering component of the data activity life cycle cost estimate by the following steps: 1) from the Activity Dataset, compute intermediate parameters that will be used as EER inputs; 2) from the CDB, compute intermediate parameters for each data activity in CDB, one value for each parameter for each data activity, not year-by-year; 3) develop EERs for Sustaining Engineering Technical FTE; 4) generate outputs – Sustaining Engineering components of life cycle cost estimate:  Sustaining Engineering Tech FTE using EER and ADS inputs.

A.1.4.9.1 Sustaining Engineering Module Declarations

This procedure defines parameters accessible to all procedures within the Sustaining Engineering module. 

The procedure includes 53 executable SLOC (not including comments).

A.1.4.9.2 Do_SustainEng Procedure

This procedure runs the CET’s processing for the Sustaining Engineering functional area.  It is called by the Moxie_Main and Run_Moxie procedures. It calls, in sequence, ADS_Sintermeds,  CDB_Sintermeds, SustEng_Effort_Estimate, and S_Display_Estimate procedures.

The procedure includes 19 executable SLOC (not including comments).

A.1.4.9.3 ADS_Sintermeds Procedure

This procedure computes Activity Dataset Sustaining Engineering intermediate parameters, summing over parameters in the Activity Dataset, to produce total year-by-year Sustaining Engineering workload parameters. It is called by the Do_SustEng procedure. It does not call any CET procedures.

The procedure includes 18 executable SLOC (not including comments).

A.1.4.9.4 CDB_Sintermeds Procedure

This procedure computes CDB Sustaining Engineering intermediate parameters. It computes averages of each parameter over the life of each CDB data activity. It is called by the Do_SustEng, Analyze_CDB, and Analyze_CDB_Test procedures. It does not call any CET procedures.

The procedure includes 41 executable SLOC (not including comments).

A.1.4.9.5 SustEng_Effort_Estimate Procedure

This procedure generates life cycle estimates of Sustaining Engineering effort for a new Activity Dataset.  The procedure implements the estimation approach described in Section 3 above. It computes a year-by-year weighted average of individual by parameter effort estimates for operations and technical effort. It is called by the Do_SustainEng procedure. It computes a year-by-year weighted average of individual by parameter effort estimates for operations and technical effort. It computes estimates for various non-FTE items. It calls the CurveFit, I_Test_Output and I_Display_Results procedures and the MockTurtle function.

The procedure includes 238 executable SLOC (not including comments).

A.1.4.9.6 S_Test_Output Procedure

This procedure adds Sustaining Engineering estimate results to the Test worksheet during an Exerciser run. It is called by the Impl_Effort_Estimate procedure.

The procedure includes 106 executable SLOC (not including comments).

A.1.4.9.7 S_Display_Estimate Procedure

This procedure displays the Sustaining Engineering estimate on the Sustaining Engineering function tab worksheet. It is called by the Impl_Effort_Estimate procedure.

The procedure includes 96 executable SLOC (not including comments).

A.1.4.10 Engineering Support Module

The Engineering Support module contains 7 procedures, with a total of 1,180 executable SLOC, not including comments, that perform computation of Activity Dataset and CDB intermediate parameters and effort estimates for the Engineering Support functional area.

The module generates the Engineering Support component of the data activity life cycle cost estimate by the following steps: 1) from the Activity Dataset, compute intermediate parameters that will be used as EER inputs; 2) from the CDB, compute intermediate parameters for each data activity in CDB, one value for each parameter for each data activity, not year-by-year; 3) develop EERs for Engineering Support Technical FTE; 4) generate outputs – Engineering Support components of life cycle cost estimate:  Engineering Support Tech FTE using EER and ADS inputs.

A.1.4.10.1 Engineering Support Module Declarations

This procedure defines parameters accessible to all procedures within the Engineering Support module. 

The procedure includes 127 executable SLOC (not including comments).

A.1.4.10.2 Do_EngSupt Procedure

This procedure runs the CET’s processing for the Engineering Support functional area.  It is called by the Moxie_Main and Run_Moxie procedures. It calls, in sequence, ADS_Eintermeds,  CDB_Eintermeds, EngSupt_Effort_Estimate, and E_Display_Estimate procedures.

The procedure includes 19 executable SLOC (not including comments).

A.1.4.10.3 ADS_Eintermeds Procedure

This procedure computes Activity Dataset Engineering Support intermediate parameters, summing over parameters in the Activity Dataset, to produce total year-by-year Engineering Support workload parameters. It is called by the Do_EngSupt procedure. It does not call any CET procedures.

The procedure includes 18 executable SLOC (not including comments).

A.1.4.10.4 CDB_Eintermeds Procedure

This procedure computes CDB Engineering Support intermediate parameters. It computes averages of each parameter over the life of each CDB data activity. It is called by the Do_EngSupt, Analyze_CDB, and Analyze_CDB_Test procedures. It does not call any CET procedures.

The procedure includes 25 executable SLOC (not including comments).

A.1.4.10.5 EngSupt_Effort_Estimate Procedure

This procedure generates life cycle estimates of Engineering Support effort for a new Activity Dataset.  The procedure implements the estimation approach described in Section 3 above. It computes a year-by-year weighted average of individual by parameter effort estimates for technical effort. It is called by the Do_EngSupt procedure. It computes a year-by-year weighted average of individual by parameter effort estimates for technical effort. It calls the E_Test_Output and E_Display_Results procedures.

The procedure includes 86 executable SLOC (not including comments).

A.1.4.10.6 E_Test_Output Procedure

This procedure adds Engineering Support estimate results to the Test worksheet during an Exerciser run. It is called by the EngSupt_Effort_Estimate procedure.

The procedure includes 106 executable SLOC (not including comments).

A.1.4.10.7 E_Display_Estimate Procedure

This procedure displays the Engineering Support estimate on the Engineering Support function tab worksheet. It is called by the EngSupt_Effort_Estimate procedure.

The procedure includes 75 executable SLOC (not including comments).

A.1.4.11 Technical Coordination Module

The Technical Coordination module contains 6 procedures, with a total of 134 executable SLOC, not including comments. The module generates the Technical Coordination component of the data activity life cycle cost estimate by converting FTE levels for user selected technical coordination areas to labor costs.

A.1.4.11.1 Technical Coordination Module Declarations

This procedure defines parameters accessible to all procedures within the Technical Coordination module. 

The procedure includes 38 executable SLOC (not including comments).

A.1.4.11.2 Do_TechCoord Procedure

This procedure runs the CET’s processing for the Technical Coordination functional area.  It is called by the Moxie_Main and Run_Moxie procedures. It calls, in sequence, ADS_Tintermeds,  CDB_Tintermeds, TechCoord_Effort_Estimate, and T_Display_Estimate procedures.

The procedure includes 30 executable SLOC (not including comments).

A.1.4.11.3 ADS_Tintermeds Procedure

This procedure computes Activity Dataset Technical Coordination intermediate parameters, summing over parameters in the Activity Dataset, to produce total year-by-year Technical Coordination workload parameters. It is called by the Do_TechCoord procedure. It does not call any CET procedures.

The procedure includes 12 executable SLOC (not including comments).

A.1.4.11.4 CDB_Tintermeds Procedure

This procedure would compute CDB Technical Coordination intermediate parameters, but there are none for this functional area, and so it is at present a stub. It would computes\ averages of each parameter over the life of each CDB data activity. It is called by the Do_TechCoord, Analyze_CDB, and Analyze_CDB_Test procedures. It does not call any CET procedures.

The procedure includes 8 executable SLOC (not including comments).

A.1.4.11.5 TechCoord_Effort_Estimate Procedure

This procedure generates life cycle estimates of Technical Coordination effort for a new Activity Dataset.  The procedure implements the estimation approach described in Section 3 above. Technical coordination areas are selected by the user, the FTE levels for each are preset, the routine calculates the total FTE for the selected technical coordination areas and the corresponding labor cost. It calls the T_Display_Results procedure.

The procedure includes 25 executable SLOC (not including comments).

A.1.4.11.6 T_Display_Estimate Procedure

This procedure displays the Technical Coordination estimate on the Technical Coordination function tab worksheet. It is called by the TechCoord_Effort_Estimate procedure.

The procedure includes 21 executable SLOC (not including comments).

A.1.4.12 Management Module

The Management module contains 6 procedures, with a total of 392 executable SLOC, not including comments, that perform computation of Activity Dataset and CDB intermediate parameters and effort estimates for the Management functional area.

A.1.4.12.1 Management Module Declarations

This procedure defines parameters accessible to all procedures within the Management module. 

The procedure includes 36 executable SLOC (not including comments).

A.1.4.12.2 Do_Manage Procedure

This procedure runs the CET’s processing for the Management functional area.  It is called by the Moxie_Main and Run_Moxie procedures. It calls, in sequence, ADS_Mintermeds,  CDB_Mintermeds, Manage_Effort_Estimate, and M_Display_Estimate procedures.

The procedure includes 13 executable SLOC (not including comments).

A.1.4.12.3 CDB_Mintermeds Procedure

This procedure computes CDB Management intermediate parameters. It computes averages of each parameter over the life of each CDB data activity. It is called by the Do_Manage, Analyze_CDB, and Analyze_CDB_Test procedures. It does not call any CET procedures.

The procedure includes 55 executable SLOC (not including comments).

A.1.4.12.4 Manage_Effort_Estimate Procedure

This procedure generates life cycle estimates of Management effort for a new Activity Dataset.  The procedure implements the estimation approach described in Section 3 above. It calls the M_Test_Output and M_Display_Results procedures.

The procedure includes 124 executable SLOC (not including comments).

A.1.4.12.5 M_Test_Output Procedure

This procedure adds Management estimate results to the Test worksheet during an Exerciser run. It is called by the Manage_Effort_Estimate procedure.

The procedure includes 106 executable SLOC (not including comments).

A.1.4.12.6 M_Display_Estimate Procedure

This procedure displays the Management estimate on the Management function tab worksheet. It is called by the Manage_Effort_Estimate procedure.

The procedure includes 58 executable SLOC (not including comments).

A.1.4.13 Miscellaneous Non-Staff Module

The Miscellaneous Non-Staff module contains 6 procedures, with a total of 906 executable SLOC, not including comments, that perform computation of Activity Dataset and CDB intermediate parameters and effort estimates for the Miscellaneous Non-Staff functional area.

A.1.4.13.1 Miscellaneous Non-Staff Module Declarations

This procedure defines parameters accessible to all procedures within the Miscellaneous Non-Staff module. 

The procedure includes 59 executable SLOC (not including comments).

A.1.4.13.2 Do_NonStaffCosts Procedure

This procedure runs the CET’s processing for the Miscellaneous Non-Staff functional area.  It is called by the Moxie_Main and Run_Moxie procedures. It calls, in sequence, ADS_MNSintermeds,  CDB_MNSintermeds, NonStaff_Cost_Estimate, and I_Display_Estimate procedures.

The procedure includes 21 executable SLOC (not including comments).

A.1.4.13.3 ADS_MNSintermeds Procedure

This procedure computes Activity Dataset Miscellaneous Non-Staff intermediate parameters, summing over parameters in the Activity Dataset, to produce total year-by-year Miscellaneous Non-Staff workload parameters. It is called by the Do_NonStaffCosts procedure. It does not call any CET procedures.

The procedure includes 33 executable SLOC (not including comments).

A.1.4.13.4 NonStaff_Cost_Estimate Procedure

This procedure generates life cycle estimates of Miscellaneous Non-Staff costs for a new Activity Dataset.  The procedure implements the estimation approaches described in Section 3 above. It computes estimates for various non-FTE items. It calls the CurveFit, MNS_Test_Output and MNS_Display_Results procedures and the MockTurtle function.

The procedure includes 521 executable SLOC (not including comments).

A.1.4.13.5 MNS_Test_Output Procedure

This procedure adds Miscellaneous Non-Staff estimate results to the Test worksheet during an Exerciser run. It is called by the NonStaffCosts_Effort_Estimate procedure.

The procedure includes 106 executable SLOC (not including comments).

A.1.4.13.6 MNS_Display_Estimate Procedure

This procedure displays the Miscellaneous Non-Staff estimate on the Miscellaneous Non-Staff function tab worksheet. It is called by the NonStaffCosts_Effort_Estimate procedure.

The procedure includes 166 executable SLOC (not including comments).

A.1.5   CurveBall Module

The CurveBall module contains 10 procedures with a total of 1,007 executable SLOC, not including comments.  The CurveBall module performs the regression based curve fitting, analysis and screening of curves, and generates diagnostic curve plots, and produces estimated values using the selected curves.
A.1.5.1 CurveBall Module Declarations
This procedure defines parameters accessible to all procedures within the CurveBall module. 

The procedure includes 5 executable SLOC (not including comments).

A.1.5.2 CurveFit Procedure

The CurveFit procedure operates the Curve Fitting process. CurveFit selects the best curve

for the input data, and returns its characteristics. CurveFit receives the data from the CET functional area procedures, performs cluster outlier removal, calls Eightball to compute equation coefficients for eight curves, then Curve_Analyzer to select the best curve to use, and finally generates diagnostic graphs, and returns the results to the CET functional area from whence it was called. CurveFit is called by the Ingest_Effort_Estimate, Process_Effort_Estimate, Archive_Effort_Estimate, Distrib_Effort_Estimate, and NonOp_Effort_Estimate procdures. CurveFit calls the EightBall. Curve_Analyzer, and Point_Plotter and Curve_Plotter Procedures.
The procedure includes 216 executable SLOC (not including comments).

A.1.5.3 EightBall Procedure

The EightBall procedure fits a set of eight curves to a set of Y's and X's, and returns the equation coefficients to the calling procedure. Eightball also returns the Pearson product moment coefficient of correlation, a.k.a. “R-Squared”, average absolute error and standard deviation of absolute error.  Eightball is called by CurveFit. 
The procedure includes 244 executable SLOC (not including comments).

A.1.5.4 Curve_Analyzer Procedure

Curve_Analyzer comes up with the best curve to fit a set of Y's and X's. Curve Analyzer computes a set of eight curves, screens them for bad curves, then takes each of the good curves down the outlier path, and then finally selects as the best curve the one with the best R-squared value.  Curve_Analyzer returns the coefficients for the best curve, the R Squared value (Pearson correlation coefficient) for best curve, the type of the best curve, and the number of outliers cast out in best curve. Curve_Analyzer is called by CurveFit. Curve_Analyzer calls EightBall, Curve_Screener, and Curve_Plotter.
The procedure includes 176 executable SLOC (not including comments).

A.1.5.5 Curve_Screener Procedure

The Curve_Screener procedure weeds out “bad” curves we don't want to use. Curves are marked as weeded out by having their R Squared value set to zero. Grounds for weeding a curve out are: 1. FTE values computed from the curve go negative; 2. FTE values rise to a peak and then decline, which allows two workloads with same FTE. Curve_Screener is called after EightBall has been used to generate a set of curves to screen.  Curve_Screener is called by Curve_Analyzer. Curve_Screener calls the Mock_Turtle procedure.
The procedure includes 80 executable SLOC (not including comments).

A.1.5.6 Mad_Hatter Procedure

The Mad Hatter procedure computes the derived Y values (i.e. Y-hats) for each of the X's, using the equation specified by its curve type and coefficients. It also returns the R-Squared value (Pearson correlation coefficient).  The Mad_Hatter procedure is called by Curve_Plotter.
The procedure includes 32 executable SLOC (not including comments).

A.1.5.7 Mock_Turtle Function Procedure

The Mock_Turtle procedure is a function, dervived from Mad_Hatter, that returns a derived Y value (i.e. a Y-hat) for a given value of the X, using the equation specified by its curve type and coefficients. Mock_Turtle is use to compute the actual year by year estimates.  Mock_Turtle is called by the Ingest_Effort_Estimate, Process_Effort_Estimate, Archive_Effort_Estimate, Distrib_Effort_Estimate, and NonOp_Effort_Estimate procdures.
The procedure includes 41 executable SLOC (not including comments).

A.1.5.8 Curve_Plotter Procedure

The Curve_Plotter procedure plots an Excel chart, placed in the designated worksheet, from the data and equation information passed to it. The chart is an XY scatter diagram that contains the original data as plotted points, and a curve generated from the equation. Curve_Plotter calls Mad_Hatter, Mock_Turtle, and X_Order. Curve_Plotter is called by CurveFit and Curve_Analyzer.
The procedure includes 116 executable SLOC (not including comments).

A.1.5.9 Point_Plotter Procedure

The Point_Plotter procdure plots an Excel chart, placed in the designated worksheet, from the data and equation information passed to it. The chart is an XY scatter diagram that contains the original data as plotted points (i.e., no curve added). Point_Plotter calls X_Order. Point_Plotter is called by CurveFit.
The procedure includes 76 executable SLOC (not including comments).

A.1.5.10 X_Order Procedure

The X_Order procedure orders data point arrays X(n),Y1(n),Y2(n) in order of increasing

'value of X.  X_Order is called by Curve_Plotter and Point_Plotter.

The procedure includes 21 executable SLOC (not including comments).

A.1.6   CDB Analyzer Module

The CDB Analyzer module contains 4 procedures, with a total of 955 executable SLOC, not including comments. The CDB Analyzer accesses the CDB and produces a summary tabulation of its contents (average values of CDB parameters for each functional area for all of the CDB data activities) and displays a CDB version of the quality report.

A.1.6.1 CDB Analyzer Module Declarations

This procedure defines parameters accessible to all procedures within the CDB Analyzer module. 

The procedure includes 6 executable SLOC (not including comments).

A.1.6.2 Analyze_CDB Procedure

This procedure is activated by a button on the CET “Title” worksheet or a button on the CET “CDB” worksheet. It produces the set of CDB summary tables, which are placed in the CET “CDB” worksheet. 

Analyze_CDB calls:  Initializer, Load_CDB, CDB_Intermeds, CDB_Pintermeds, CDB_Dintermeds, CDB_Aintermeds, CDB_SOintermeds, CDB_DTintermeds, CDB_USintermeds, CDBNintermeds, Stats, and QualityRpt

The procedure includes 671 executable SLOC (not including comments)

A.1.6.3 Quality_Rpt Procedure

This procedure produces three versions of the quality report graphic with additional tables.  It is called by Analyze_CDB, Moxie_Main and Run_Moxie. It does not call another CET procedure.

The procedure includes 210 executable SLOC (not including comments)

A.1.6.4 Stats Procedure

This procedure calls Excel functions to compute the mean and standard deviation of a series of numbers, sets of CDB parameters.  It is called by the Analyze_CDB procedure.

The procedure includes 69 executable SLOC (not including comments)

A.1.7   CET Reviewer Main Module - Skippy
The Skippy module contains 23 procedures, with a total of 1,520 executable SLOC, not including comments, that performs a Cost Estimation Tool Reviewer run. Table A4 below lists the procedures in the Skippy module, indicating the section describing it and the number of executable SLOC it contains.

Table A4 – CET Reviewer (Skippy) Procedures

	Procedure Name
	Section
	Executable SLOC
	Notes

	Declarations
	A.1.7.1
	72
	Includes reviewer prompts

	Skippy_Main
	A.1.7.2
	33
	CET Reviewer main procedure

	Skippy_Initializer
	A.1.7.3
	25
	Set up for reviewer run

	Fudger
	A.1.7.4
	77
	Assemble LCE revised estimate

	Rev_Ingst_FTE
	A.1.7.5
	60
	Revise ingest FTE estimate

	Rev_Proc_FTE
	A.1.7.6
	60
	Revise processing FTE estimate

	Rev_Dock_FTE
	A.1.7.7
	34
	Revise documentation estimate       

	Rev_Arch_FTE
	A.1.7.8
	60
	Revise archive FTE estimate

	Rev_Dist_FTE
	A.1.7.9
	60
	Revise distribution FTE estimate

	Rev_User_FTE
	A.1.7.10
	60
	Revise user support FTE estimate

	Rev_Devel
	A.1.7.11
	65
	Revise implementation estimate

	Rev_Tcoor_FTE
	A.1.7.12
	22
	Revise tech coord. FTE estimate

	Rev_Manage_FTE
	A.1.7.13
	72
	Revise management FTE estimate

	Rev_System_NonStaff
	A.1.7.14
	108
	Revise system non-staff costs

	Rev_Support_NonStaff
	A.1.7.15
	149
	Revise support non-staff costs

	Update_RevOutput
	A.1.7.16
	170
	Update revised LCE output pages

	RevEstScreen
	A.1.7.17
	69
	Manage revise estimate screen

	Do_SkippyDelta
	A.1.7.18
	112
	Get revised vs original changes

	Show_RevSheets
	A.1.7.19
	64
	Show revised estimate pages, PC

	Show_RevSheets_Mac
	A.1.7.20
	59
	Show revised estimate pages, Mac

	RevEst_List
	A.1.7.21
	30
	Get list of saved revised estimates

	Save_RevEst
	A.1.7.22
	54
	Save a revised estimate

	Delete_RevEst
	A.1.7.23
	55
	Delete a revised estimate


A.1.7.1 Skippy Module Declarations
This procedure defines parameters accessible to all procedures within the Skippy module, including the CET Reviewer prompts, text describing, for each line of the CET life cycle cost estimate, considerations that a user might wish to take into account when reviewing the line.

The procedure includes 72 executable SLOC (not including comments).

A.1.7.2 Skippy_Main Procedure

The Skippy_Main procedure is the main procedure of the CET Reviewer. Skippy_Main calls a sequence of procedures to accomplish a Reviewer run, i.e. to access the original CET output (an LCE estimate on worksheets Output and Ouput2 (or their “_M” companions), receive any changes to it, generate, display and/or print the revised output (on worksheets RevOutput and RevOutput2, or their “_M” companions, compute a “delta” comparison between the revised and original estimate and display or print it (on worksheets Delta or Delta_M).                                                                                     

The Skippy_Main procedure is activated by a button on the CET “Title” worksheet, or by MoxieMain after an LCE estimate has been generated. The procedure calls the Skippy_Initializer, Fudger, Do_SkippyDelta, Save_RevEst, and Delete_RevEst procedures.

The procedure includes 33 executable SLOC (not including comments)

A.1.7.3 Skippy_Initializer
This procedure performs set up functions for the Reviewer process.

The procedure includes 25 executable SLOC (not including comments).

A.1.7.4 Fudger

Fudger offers the user a menu of cost estimate categories to review, gets the user’s choice, calls the selected one out of a set of revise estimate category procedures to accomplish the revision of the estimate line(s) within the selected category. Fudger copies the input to the review process, the original CET estimate on the Output and Output2 (or their Mac equivalents) worksheets, to the revised output worksheets, RevOutput and RevOutput2 (or their Mac equivalents), and modifies them to reflect the user’s revisions.
The procedure calls the UF_SelectLines or UF_SelectLines_M, Rev_Ingst, Rev_Proc, Rev_Dock, Rev_Dist, Rev_User, Rev_Devel, Rev_Manage, Rev_System_NonStaff, and Rev_Support_NonStaff procedures.

The procedure includes 77 executable SLOC (not including comments).

A.1.7.5 Rev_Ingst_FTE

This procedure gets the user’s revisions to the ingest category FTE estimate lines and then revises the output worksheets (RevOutput and RevOutput2 and their Mac equivalents), allowing the user to take a second look at the revisions and their effect on the overall estimate and make further adjustments or revert back to the CET Estimator’s original estimate if desired. It is called by the Fudger procedure, and calls the RevEstScreen and Update_RevOutput procedures.

The procedure includes 60 executable SLOC (not including comments).

A.1.7.6 Rev_Proc_FTE

This procedure gets the user’s revisions to the processing category FTE estimate lines and then revises the output worksheets (RevOutput and RevOutput2 and their Mac equivalents), allowing the user to take a second look at the revisions and their effect on the overall estimate and make further adjustments or revert back to the CET Estimator’s original estimate if desired. It is called by the Fudger procedure, and calls the RevEstScreen and Update_RevOutput procedures.

The procedure includes 60 executable SLOC (not including comments).

A.1.7.7 Rev_Dock_FTE

This procedure gets the user’s revisions to the documentation category estimate lines and then revises the output worksheets (RevOutput and RevOutput2 and their Mac equivalents), allowing the user to take a second look at the revisions and their effect on the overall estimate and make further adjustments or revert back to the CET Estimator’s original estimate if desired. It is called by the Fudger procedure, and calls the RevEstScreen and Update_RevOutput procedures.

The procedure includes 34 executable SLOC (not including comments).

A.1.7.8 Rev_Arch_FTE

This procedure gets the user’s revisions to the archive category estimate lines and then revises the output worksheets (RevOutput and RevOutput2 and their Mac equivalents), allowing the user to take a second look at the revisions and their effect on the overall estimate and make further adjustments or revert back to the CET Estimator’s original estimate if desired. It is called by the Fudger procedure, and calls the RevEstScreen and Update_RevOutput procedures.

The procedure includes 60 executable SLOC (not including comments).

A.1.7.9 Rev_Dist_FTE

This procedure gets the user’s revisions to the distribution category FTE estimate lines and then revises the output worksheets (RevOutput and RevOutput2 and their Mac equivalents), allowing the user to take a second look at the revisions and their effect on the overall estimate and make further adjustments or revert back to the CET Estimator’s original estimate if desired. It is called by the Fudger procedure, and calls the RevEstScreen and Update_RevOutput procedures.

The procedure includes 60 executable SLOC (not including comments).

A.1.7.10 Rev_User_FTE

This procedure gets the user’s revisions to the user support category FTE estimate lines and then revises the output worksheets (RevOutput and RevOutput2 and their Mac equivalents), allowing the user to take a second look at the revisions and their effect on the overall estimate and make further adjustments or revert back to the CET Estimator’s original estimate if desired. It is called by the Fudger procedure, and calls the RevEstScreen and Update_RevOutput procedures.

The procedure includes 60 executable SLOC (not including comments).

A.1.7.11 Rev_Devel

This procedure gets the user’s revisions to the implementation, sustaining engineering, engineering support and facility preparation and support category estimate lines and then revises the output worksheets (RevOutput and RevOutput2 and their Mac equivalents), allowing the user to take a second look at the revisions and their effect on the overall estimate and make further adjustments or revert back to the CET Estimator’s original estimate if desired. It is called by the Fudger procedure, and calls the RevEstScreen and Update_RevOutput procedures.

The procedure includes 65 executable SLOC (not including comments).

A.1.7.12 Rev_Tcoor_FTE

This procedure gets the user’s revisions to the technical coordination category FTE estimate lines and then revises the output worksheets (RevOutput and RevOutput2 and their Mac equivalents), allowing the user to take a second look at the revisions and their effect on the overall estimate and make further adjustments or revert back to the CET Estimator’s original estimate if desired. It is called by the Fudger procedure, and calls the RevEstScreen and Update_RevOutput procedures.

The procedure includes 22 executable SLOC (not including comments).

A.1.7.13 Rev_Manage_FTE

This procedure gets the user’s revisions to the management category FTE estimate lines and then revises the output worksheets (RevOutput and RevOutput2 and their Mac equivalents), allowing the user to take a second look at the revisions and their effect on the overall estimate and make further adjustments or revert back to the CET Estimator’s original estimate if desired. It is called by the Fudger procedure, and calls the RevEstScreen and Update_RevOutput procedures.

The procedure includes 72 executable SLOC (not including comments).

A.1.7.14 Rev_System_NonStaff

This procedure gets the user’s revisions to the system related non-staff category cost estimate lines and then revises the output worksheets (RevOutput and RevOutput2 and their Mac equivalents), allowing the user to take a second look at the revisions and their effect on the overall estimate and make further adjustments or revert back to the CET Estimator’s original estimate if desired. It is called by the Fudger procedure, and calls the RevEstScreen and Update_RevOutput procedures.

The procedure includes 108 executable SLOC (not including comments).

A.1.7.15 Rev_Support_NonStaff

This procedure gets the user’s revisions to the support non-staff category cost estimate lines and then revises the output worksheets (RevOutput and RevOutput2 and their Mac equivalents), allowing the user to take a second look at the revisions and their effect on the overall estimate and make further adjustments or revert back to the CET Estimator’s original estimate if desired. It is called by the Fudger procedure, and calls the RevEstScreen and Update_RevOutput procedures.

The procedure includes 149 executable SLOC (not including comments).

A.1.7.16 Update_RevOutput

This procedure updates the staff costs lines and row and column totals and percentages in the revised estimate worksheets, RevOutput and RevOutput2 (or their Mac equivalents), using base year labor rates from the Output worksheet. The procedure is called by the category revise estimate procedures described above in Sections 1.7.5 to 1.7.15.
The procedure includes 170 executable SLOC (not including comments).

A.1.7.17 RevEstScreen

The procedure displays the current information for the line of the CET estimate that has been selected for review, allows the user to enter changes, and captures them. The procedure calls the UF_Rev_Est or UF_Rev_Est_M user form procedures, and is called by the category revise estimate procedures described above in Sections 1.7.5 to 1.7.15.

The procedure includes 69 executable SLOC (not including comments).

A.1.7.18 Do_SkippyDelta
This procedure produces the Reviewer’s delta worksheet, very similar to the ‘what if’ delta worksheet and uses the same actual worksheet, Delta or Delta_M. The Reviewer delta shows the difference between the revised estimate and the CET’s original estimate (revised minus original for each item). The procedure is called by the Skippy_Main procedure.

The procedure includes 112 executable SLOC (not including comments).

A.1.7.19 Show_RevSheets
This procedure displays, in sequence, the RevOutput, RevOutput2, and Delta worksheets to the PC user, allowing the user the option to examine and/or print each sheet. The procedure is called by the Skippy_Main procedure, and calls the Pg1FormModeless, Pg2FormModeless, and UF_PrintorNotPg2 procedures. The recent PC versions of Excel permit modeless operation of the user form, allowing the user to scroll about before choosing to print or not. (UF_PrintorNotPg2 is used for older Excel versions.)
The procedure includes 64 executable SLOC (not including comments).

A.1.7.20 Show_RevSheets_Mac
This procedure displays, in sequence, the RevOutput, RevOutput2, and Delta worksheets to the Mac user, allowing the user the option to examine and/or print each sheet. The procedure is called by the Skippy_Main procedure, and calls the UF_PrintorNotPg2 procedure. The Mac does not permit modeless operation of the userform.
The procedure includes 59 executable SLOC (not including comments).

A.1.7.21 RevEst_List
This procedure collects a list of existing user generated revised CET estimates (each occupying three worksheets). The procedure is called by the Delete_RevEst procedure.

The procedure includes 30 executable SLOC (not including comments).

A.1.7.22 Save_RevEst
This procedure saves a revised CET estimate under a user provided name, using three worksheets, copies of the RevOutput, RevOutput2, and Delta worksheets (or their Mac equivalents), with the tabs bearing the title “namePG1”, “namePG2”, and “namePG3”, where “name” is the name assigned by the user. The procedure is called by the Skippy_Main procedure.

The procedure includes 54 executable SLOC (not including comments).

A.1.7.23 Delete_RevEst
The procedure deletes a user specified revised estimate, i.e. delete the three worksheets that contain it. The procedure calls the RevEst_List procedure to get a list of revised estimates, then the user form UF_RevEstDelete to present the list to the user and get the user’s choice of a revised estimate to delete (or to skip deleting).

The procedure includes 55 executable SLOC (not including comments).

A.1.8   CET Exerciser Main Module - Run_Moxie
The Run_Moxie module contains 14 procedures, with a total of 1,919 executable SLOC, not including comments, that performs a Cost Estimation Tool Exerciser run. Table A5 below lists the procedures in the Run_Moxie module, indicating the section describing it and the number of executable SLOC it contains.

Table A5 – CET Exerciser (Run_Moxie) Procedures

	Procedure Name
	Section
	Executable SLOC
	Notes

	Declarations
	A.1.8.1
	75
	

	Run_Moxie
	A.1.8.2
	138
	CET Exerciser main procedure

	Get_Controls
	A.1.8.3
	36
	Get user’s control panel inputs

	GetControlSetup
	A.1.8.4
	102
	Retrieve stored control panel setup

	SaveControlSetup
	A.1.8.5
	224
	Save control panel setup

	Get_Test_Subjects
	A.1.8.6
	44
	Get user’s selection of test subjects

	Clear_Test_Subjects
	A.1.8.7
	146
	Clear test subject error, etc. arrays       

	Clear_Test_Subject_Arrays
	A.1.8.8
	138
	Clear test subject estimate arrays

	Read_ADS
	A.1.8.9
	38
	Read ADS for test subject

	Read_CDB
	A.1.8.10
	595
	Read CDB, delete test subject

	Test_Roller
	A.1.8.11
	296
	Compute error roll-ups.

	Check_CDB
	A.1.8.12
	24
	Get CDB activity names

	Clear_NonOp
	A.1.8.13
	62
	Clear non-op verification arrays

	Clear_User
	A.1.8.14
	24
	Clear user support verify. arrays

	SensValues
	A.1.8.15
	45
	Sensitivity values for work param.

	SensOverall
	A.1.8.16
	71
	Overall Sensitivity to area FTE est

	SensOverValues
	A.1.8.17
	43
	Overall sens values for funct area

	SensitTool_2
	A.1.8.18
	733
	Sensitivity analysis & display tool

	SensActor
	A.1.8.19
	35
	Chg in FTE est for chg in work est

	Total - 19 procedures
	
	2,846
	


A.1.8.1 Run_Moxie Module Declarations
This procedure defines parameters accessible to all procedures within the Run_Moxie module. 

The procedure includes 75 executable SLOC (not including comments).

A.1.8.2 Run_Moxie Procedure

The Run_Moxie procedure is the main procedure of the CET Exerciser. The idea is to use CDB data activities as test subjects, and see how well the CET estimates the actual effort reported by the CDB activity to perform the actual workload it reports. The Run_Moxie procedure will use Activity Datasets built manually for each CDB Activity. (Manually because the information has to be entered from the original templates, because the CDB contains roll-ups of the stream by stream and year-by-year information.) The Run_Moxie procedure will access the CDB, but after reading in the full CDB Run_Moxie will delete the CDB information for the Test Subject(s) to make the test independent.

As it performs a CET Exerciser run, the Run_Moxie procedure will:

1. Select one or more CDB activities to use as test subjects (from available ADS's for CDB activities).

2. Load the CDB, and delete the information for the test subject.

3. Read the ADS worksheet for the test subject.

4. Run the CET on the test subject ADS.

5. Compare the effort estimates produced by the CET with the test subject effort data.

6. Build a report for this test subject.

7. See if there's another test subject to run, if so, do it, i.e. go back to step 2.

8. If not, produce a summary report for the test sequence (if more than one subject).

The Run_Moxie procedure will let the user save sets of control panel settings, and select and use

a set of control panel settings when making a run.

The Run_Moxie procedure is activated by a button on the CET “Title” worksheet. The procedure calls the Initializer, Clear_Test_Subjects, Get_Test_Subjects, Get_Controls, Read_CDB, Read_ADS, Clear_Test_Subject_Arrays, Do_Ingest, Do_Process, Do_Document, Do_SearchOrder, Do_Distrib, Do_UserSupt, Do_Implement, Do_SustainEng, Do_EngSupt, Do_TechCoord, Do_Manage, Do_NonStaffCosts, LCE_Rollup, Show_Estimate, QualityRpt, and Test_Roller procedures.

The procedure includes 173 executable SLOC (not including comments)

A.1.8.3 Get_Controls Procedure

This procedure gets the user’s control panel setup in preparation for a CET Exerciser run.  It is called by the Run_Moxie procedure. It calls the GetControlSetup and SaveControlSetup procedures and the UF_GetControls user form.

The procedure includes 36 executable SLOC (not including comments)

A.1.8.4 GetControlSetup Procedure

This procedure retrieves the selected control panel setup from the CET “Controls” worksheet. Kit is called by the Get_Controls procedure. It does not call any CET procedure.

The procedure includes 102 executable SLOC (not including comments).

A.1.8.5 SaveControlSetup Procedure

This procedure puts the control panel setup into the CET “Controls” worksheet in the

selected column, or, save the control panel setup at the end of the "XErrors" Worksheet. This procedure is called by the Get_Controls and Compute_Rollup_Error procedures. It does not call any CET procedures.

The procedure includes 224 executable SLOC (not including comments).

A.1.8.6 Get_Test_Subjects Procedure

This procedure gets one or more Test Subjects from user - i.e., selections of one or more CDB data activities to be used as test subjects by this execution the CET Exerciser. In order for a CDB activity to be used as a Test Subject, it must have a corresponding Activity Dataset. So the procedure checks the ADS worksheets to see which ones can be used.  This procedure is called by Run_Moxie. It calls the ADS_WorkSheet_List procedure and the UF_SelectTestSub user form.

The procedure includes 44 executable SLOC (not including comments).

A.1.8.7 Clear_Test_Subjects Procedure

This clears the test subject valid and error arrays in preparation for a CET Exerciser run. It is called by Run_Moxie. It does not call any CET procedures.

The procedure includes 61 executable SLOC (not including comments).

A.1.8.8 Clear_Test_Subject_Arrays Procedure

This procedure clears the Test Subject estimate arrays in preparation for a CET Exerciser run. It is called by Run_Moxie. It does not call any CET procedures.

The procedure includes 76 executable SLOC (not including comments).

A.1.8.9 Read_ADS Procedure

This procedure reads the Activity Dataset worksheet for the selected Test Subject, in preparation for a CET Exerciser run. The Activity Dataset for the Test Subject will be used without modification. The procedure is called by Run_Moxie.  The procedure calls the Read_Activity, Read_Ingest, Read_Process, Read_Docum, Read_Archive, Read_Search, Read_Distrib, Read_UserSupt and Read_NonOp procedures.

The procedure includes 38 executable SLOC (not including comments).

A.1.8.10 Read_CDB Procedure

This procedure reads the CDB information into the CDB arrays, pulls out the actual efforts and other LCE output verification parameters and non-staff costs, delete from the CDB arrays the information for the CDB Activity that is being used as the current CET Exerciser Test Subject. This procedure is called by the Run_Moxie procedure. The procedure calls the Load_CDB and Analyze_CDB_Test procedures.

The procedure includes 595 executable SLOC (not including comments).

A.1.8.11 Test_Roller Procedure

The Test_Roller procedure computes error roll-ups on Test Worksheet at the end of an exerciser run.
The procedure includes 385 executable SLOC (not including comments).

A.1.8.12 Check_CDB Procedure

The Check_CDB procedure reads the CDB and gets a list if the CDB activities it contains.

The procedure includes 24 executable SLOC (not including comments).

A.1.8.13 Clear_NonOp Procedure

The Clear_NonOp procedure clears verification arrays for the non-operating functional areas.

The procedure includes 62 executable SLOC (not including comments).

A.1.8.14 Clear_User Procedure

The Clear_User procedure reads clears verification arrays for the User Support functional area.

The procedure includes 24 executable SLOC (not including comments).

A.1.8.15 SensValues Procedure

Procedure to compute sensitivity values for a given workload parameter from a range of five values for the workload parameter, sensitivity thresholds, and corresponding estimates of FTE.

Sensitivity is ratio of fractional (or pct) change in FTE estimate from the neutral or base value to the fractional or pct change in the workload parameter from the neutral or base value.

The procedure includes 45 executable SLOC (not including comments).

A.1.8.16 SensOverValues Procedure

Procedure to compute overall sensitivity values for a given functional area.

The procedure includes 43 executable SLOC (not including comments).

A.1.8.17 SensOverall Procedure

Procedure to compute overall FTE estimate sensitivity to variations in functional area FTE estimates.

The procedure includes 71 executable SLOC (not including comments).

A.1.8.18 SensitTool_2 Procedure

Procedure computes the changes in overall life cycle total activity FTE that result from a range of changes (from -50% to +100%) in a user selected workload parameter, allowing for rippling through of changes to other workload parameters that are induced by changes in the user specified parameter.
The procedure includes 733 executable SLOC (not including comments).

A.1.8.19 SensActor Procedure
Procedure to compute the change in FTE estimate for a change in workload parameter, using sensitivity values. Called by Sensitool_2.
The procedure includes 35 executable SLOC (not including comments).

A.1.9   CDB_Test Module
This module is a special version of CDB Analyzer module that runs off CDB arrays rather than

accessing the CDB workbook. The CDB Analyzer module contains 2 procedures, with a total of 882 executable SLOC, not including comments, that accesses the CDB arrays and produces a summary tabulation of its contents (average values of CDB parameters for each functional area for all of the CDB data activities) and displays a CDB version of the quality report.

A.1.9.1 CDB_Test Module Declarations

This procedure defines parameters accessible to all procedures within the CDB_Test module. 

The procedure includes 6 executable SLOC (not including comments).

A.1.9.2 Analyze_CDB_Test Procedure

The Analyze_CDB_Test procedure examines the current CDB arrays and produces an analysis of the state of their content, activity by activity and an overall summary. The procedure uses the Common Area and selected modules/procedures used by Moxie_Main, the Cost Estimation Tool main module.  The procedure is called by the Run_Moxie and Read_CDB procedures. It calls the Initializer, Load_CDB, CDB_Intermeds, CDB_Pintermeds, CDB_Dintermeds, CDB_Aintermeds, CDB_SOintermeds, CDB_DTintermeds, CDB_USintermeds, CDBNintermeds and Stats procedures.

The procedure includes 778 executable SLOC (not including comments).

A.2   Cost Estimation Toolkit User Forms

Version 1 of the CET includes 48 user forms and their implementing procedures, including a total of 4,001 executable SLOC (not including comments).  The procedures include error and consistency checking on user inputs.  Table A6 below lists the user forms, and the sections below describe them.  Note that there are separate PC and Macintosh versions of many of the user forms, necessitated by the different screen formatting required for PC and Macintosh platforms. The code for the PC and Mac versions are identical, but screen sizes and a number of the screen formatting parameters are different.
Table A6 - CET User Form Procedures

	User Form Name
	Section
	Executable SLOC
	Notes:

	UF_SelectADS
	A.2.1
	25
	Get selection of ADS to work with, PC

	UF_SelectADS_M
	A.2.1
	25
	Get selection of ADS to work with, Mac

	UF_GetFunction
	A.2.2
	50
	Get functions for new ADS, PC

	UF_GetFunction_M
	A.2.2
	50
	Get functions for new ADS, Mac

	UF_GetFunkMod
	A.2.3
	78
	Get functions to modify in an ADS, PC

	UF_GetFunkMod_M
	A.2.3
	78
	Get functions to modify in an ADS, Mac

	UF_GetActInfo
	A.2.4
	77
	Get new / modified ADS activity level information, PC

	UF_GetActInfo_M
	A.2.4
	77
	Get new / modified ADS activity level information, Mac

	UF_GetStream
	A.2.5
	25
	Get selection of ADS ingest stream to modify or delete, PC

	UF_GetStream_M
	A.2.5
	25
	Get selection of ADS ingest stream to modify or delete, Mac

	UF_GetIngestInfo
	A.2.6
	119
	Get new or modified ADS ingest stream parameters, PC      

	UF_GetIngestInfo_M
	A.2.6
	119
	Get new or modified ADS ingest stream parameters, Mac     

	UF_GetProcFlags
	A.2.7
	30
	Get overall ADS processing parameters, PC

	UF_GetProcFlags_M
	A.2.7
	30
	Get overall ADS processing parameters, Mac

	UF_GetProdStream
	A.2.8
	25
	Get selection of processing stream to modify or delete, PC

	UF_GetProdStream_M
	A.2.8
	25
	Get selection of processing stream to modify or delete, Mac

	UF_GetProcessInfo
	A.2.9
	181
	Get new or modified ADS processing stream parameters, PC

	UF_GetProcessInfo_M
	A.2.9
	181
	Get new or modified ADS processing stream parameters, Mac

	UF_GetDocInfo
	A.2.10
	30
	Get ADS Documentation information, PC

	UF_GetDocInfo_M
	A.2.10
	30
	Get ADS Documentation information, Mac

	UF_GetArchiveInfo
	A.2.11
	70
	Get ADS Archive information, PC

	UF_GetArchiveInfo_M
	A.2.11
	70
	Get ADS Archive information. Mac

	UF_GetDistribPars
	A.2.12
	45
	Get ADS overall Access and Distribution parameters, PC

	UF_GetDistribPars_M
	A.2.12
	45
	Get ADS overall Access and Distribution parameters, Mac

	UF_GetDistStream
	A.2.13
	28
	Get selection of distribution stream to modify or delete, PC

	UF_GetDistStream_M
	A.2.13
	28
	Get selection of distribution stream to modify or delete, Mac

	UF_GetDistStreamInfo
	A.2.14
	104
	Get ADS operational distribution stream parameters, PC

	UF_GetDistStreamInfo_M
	A.2.14
	104
	Get ADS operational distribution stream parameters, Mac

	User Form Name
	Section
	Executable SLOC
	Notes:

	UF_GetDistByReqInfo
	A.2.15
	84
	Get ADS By Request distribution info, PC

	UF_GetDistByReqInfo_M
	A.2.15
	84
	Get ADS By Request distribution info, Mac

	UF_GetUserSuptInfo
	A.2.16
	36
	Get ADS User Support information, PC

	UF_GetUserSuptInfo_M
	A.2.16
	36
	Get ADS User Support information, Mac

	UF_GetNopAAInfo
	A.2.17
	46
	Get ADS  engineering and implementation information, PC

	UF_GetNopAAInfo_M
	A.2.17
	46
	Get ADS  engineering and implementation information, Mac

	UF_GetNopBBInfo
	A.2.18
	67
	Get ADS Technical Coordination information, PC

	UF_GetNopBBInfo_M
	A.2.18
	67
	Get ADS Technical Coordination information, Mac

	UF_GetNopCCInfo
	A.2.19
	47
	Get ADS Facility / Infrastructure information, PC

	UF_GetNopCCInfo_M
	A.2.19
	47
	Get ADS Facility / Infrastructure information, Mac

	UF_GetADSDelete
	A.2.20
	21
	Get selection of ADS to delete, PC

	UF_GetADSDelete_M
	A.2.20
	21
	Get selection of ADS to delete, Mac

	UF_PrintOrNotPg2
	A.2.21
	14
	Get choice to print, or not, LCE output pages, modeless so user can scroll, PC

	UF_PrintOrNotPg2_M
	A.2.22
	14
	As above, but not modeless, for Mac

	UF_GetControls
	A.2.23
	316
	Display CET Exerciser control panel and get user’s control parameter changes

	UF_SelectTestSub
	A.2.24
	32
	Select Test Subject for a CET Exerciser run (identify by ADS name)

	UF_Rev_Est
	A.2.25
	549
	Capture revision to estimate line, PC

	UF_Rev_Est_M
	A.2.25
	549
	Capture revision to estimate line, Mac

	UF_RevEstDelete
	A.2.26
	22
	Select revised estimate to delete, PC

	UF_RevEstDelete_M
	A.2.26
	22
	Select revised estimate to delete, Mac

	UF_SelectLines
	A.2.27
	53
	Select group of estimate lines to review, PC

	UF_SelectLines_M
	A.2.27
	53
	Select group of estimate lines to review, Macintosh

	UF_GetSensParVar2
	A.2.28
	59
	Select workload parameter for sensitivity test, PC version

	UF_GetSensParVar2_M
	A.2.28
	59
	Select workload parameter for sensitivity test, Macintosh

	UF_SensNextRun
	A.2.29
	9
	Advance to next sensitivity step, PC

	UF_SensNextRun_M
	A.2.29
	9
	Advance to next sensitivity step, Macintosh

	Total - 52 user forms
	
	4,146
	


A.2.1 UF_SelectADS and UF_SelectADS​_M
This procedure gets and checks the user’s choice to work with a new or existing Activity Dataset. It is called by the Get_Active_ADS procedure.

The procedure includes 25 executable SLOC (not including comments).

A.2.2 UF_GetFunction and UF_GetFunction_M
This procedure gets and checks the user’s choice of functions to define for a new Activity Dataset. It is called by the Function_Info procedure.

The procedure includes 50 executable SLOC (not including comments).

A.2.3 UF_GetFunkMod and UF_GetFunkMod_M
This procedure gets and checks the users’ choice of functions to be modified when an existing Activity Dataset is being modified. It is called by the Get_Active_ADS procedure.

The procedure includes 78 executable SLOC (not including comments).

A.2.4 UF_GetActInfo and UF_GetActInfo_M
This procedure gets and checks the user’s input of overall Activity level information for a new Activity Dataset or an existing one being modified. It is called by the Activity_Info procedure.

The procedure includes 77 executable SLOC (not including comments).

A.2.5 UF_GetStream and UF_GetStream_M
This procedure gets and checks the user’s choice of an ingest stream to modify or delete when modifying an existing Activity Dataset. It is called by the Ingest_Info procedure.

The procedure includes 25 executable SLOC (not including comments).

A.2.6 UF_GetIngestInfo and UF_GetIngestInfo_M
This procedure gets and checks the user’s entries describing an ingest stream, either a new one for a new Activity Dataset or to be added to an existing Activity Dataset, or modifications to an existing ingest stream when an existing Activity Dataset is being modified. It is called by the Ingest_Info procedure.

The procedure includes 119 executable SLOC (not including comments).

A.2.7 UF_GetProcFlags and UF_GetProcFlags_M
This procedure gets and checks the user’s choices for values for overall activity level processing flags. It is called by the Process_Info procedure.

The procedure includes 30 executable SLOC (not including comments).

A.2.8 UF_GetProdStream and UF_GetProdStream_M
This procedure gets and checks the user’s selection of an operational processing stream to delete or modify when modifying an existing Activity Dataset. It is called by the Process_Info procedure.

The procedure includes 25 executable SLOC (not including comments).

A.2.9 UF_GetProcessInfo and UF_GetProcessInfo_M
This procedure gets and checks the user’s entries describing an operational production stream, either a new one for a new Activity Dataset or to be added to an existing Activity Dataset, or modifications to an existing operational production stream when an existing Activity Dataset is being modified. It is called by the Process_Info procedure.

The procedure includes 181 executable SLOC (not including comments).

A.2.10 UF_GetDocInfo and UF_GetDocInfo_M
This procedure gets and checks the user’s entries of Documentation information, when building a  new Activity Dataset or modifying an existing Activity Dataset. It is called by the Document_Info procedure.

The procedure includes 30 executable SLOC (not including comments).

A.2.11 UF_GetArchiveInfo and UF_GetArchiveInfo_M
This procedure gets and checks the user’s entries of Archive information when building a  new Activity Dataset or modifying an existing Activity Dataset. It is called by the Archive_Info procedure.

The procedure includes 70 executable SLOC (not including comments).

A.2.12 UF_GetDistribPars and UF_GetDistribPars_M
This procedure gets and checks user entries of overall Access and Distribution parameters when building a  new Activity Dataset or modifying an existing Activity Dataset. It is called by the Distrib_Info procedure.

The procedure includes 45 executable SLOC (not including comments).

A.2.13 UF_GetDistStream and UF_GetDistStream_M
This procedure gets and checks user selection of an operational distribution stream to modify or delete when modifying an existing Activity Dataset. It is called by the Distrib_Info procedure.

The procedure includes 28 executable SLOC (not including comments).

A.2.14 UF_GetDistStreamInfo and UF_GetDistStreamInfo_M
This procedure gets and checks the user’s entries describing an operational distribution stream, either a new one for a new Activity Dataset or to be added to an existing Activity Dataset, or modifications to an existing operational distribution stream when an existing Activity Dataset is being modified. It is called by the Distrib_Info procedure.

The procedure includes 104 executable SLOC (not including comments).

A.2.15 UF_GetDistByReqInfo and UF_GetDistByReqInfo_M
This procedure gets and checks the user’s entry of information describing ‘by request’ distribution information when building a  new Activity Dataset or modifying an existing Activity Dataset. It is called by the Distrib_Info procedure.

The procedure includes 84 executable SLOC (not including comments).

A.2.16 UF_GetUserSuptInfo and UF_GetUserSuptInfo_M
This procedure gets and checks the user’s entries of User Support information when building a  new Activity Dataset or modifying an existing Activity Dataset. It is called by the UserSupt_Info procedure.

The procedure includes 36 executable SLOC (not including comments).

A.2.17 UF_GetNopAAInfo and UF_GetNopAAInfo_M
This procedure gets and checks the user’s entry of information for the certain Non-Operational functions (Sustaining Engineering, Engineering Support, Internal Support, and Implementation functional areas), when building a  new Activity Dataset or modifying an existing Activity Dataset. It is called by the NonOp_Info Procedure.

The procedure includes 46 executable SLOC (not including comments).

A.2.18 UF_GetNopBBInfo and UF_GetNopBBInfo_M
This procedure gets and checks the user’s selection of Technical Coordination parameters when building a  new Activity Dataset or modifying an existing Activity Dataset. It is called by the NonOp_Info Procedure.

The procedure includes 67 executable SLOC (not including comments).

A.2.19 UF_GetNopCCInfo and UF_GetNopCCInfo_M
This procedure gets and checks the user’s entry of Facility and Infrastructure information when building a  new Activity Dataset or modifying an existing Activity Dataset. It is called by the NonOp_Info Procedure.

The procedure includes 47 executable SLOC (not including comments).

A.2.20 UF_GetADSDelete and UF_GetADSDelete_M
This procedure gets and checks the user’s choice of an Activity Dataset to delete. It is called by the Delete_ADS procedure.

The procedure includes 21 executable SLOC (not including comments).

A.2.21 UF_PrintOrNotPg2
This procedure is a modeless procedure that asks a user to select printing of each of the output pages of the life cycle cost estimate, or skip printing, and allows the user to scroll around each output worksheet while deciding. The scrolling is only available for PC users with Excel 2000 or 2002 - only these versions of Excel support modeless user forms. It is called by the Show_Estimate Procedure. 
The procedure includes 14 executable SLOC (not including comments).

A.2.22 UF_PrintOrNotPg2_M
This procedure asks a user to select printing of each of the output pages of the life cycle cost estimate, or skip printing. It is used for the Macintosh platforms. It is called by the Show_Estimate Procedure. 
The procedure includes 14 executable SLOC (not including comments).

A.2.23 UF_GetControls

This procedure displays and gets user changes to the CET Exerciser Control Panel. It is called by the Run_Moxie procedure.

The procedure includes 316 executable SLOC (not including comments).

A.2.24 UF_SelectTestSub

This procedure is used to select a test subject (or select all available test subjects) for a CET Exerciser run. It is called by the Get_Test_Subjects procedure.

The procedure includes 32 executable SLOC (not including comments).

A.2.25 UF_Rev_Est and UF_Rev_Est_M
This procedure is used to capture user revisions to a line of the CET life cycle cost estimate. It is called by the function revise estimate procedures.

The procedure includes 549 executable SLOC (not including comments).

A.2.26 UF_RevEstDelete and UF_RevEstDelete_M
This procedure is used to capture a user’s selection of a revised estimate to be deleted.

This procedure includes 22 executable SLOC (not including comments).

A.2.27 UF_SelectLines and UF_SelectLines_M
This procedure is used to capture the user’s selection of a group of cost estimate lines to review.

This procedure includes 53 executable SLOC (not including comments).

A.2.28 UF_GetSensParVar2 and UF_GetSensParVar2_M

This procedure is used to capture the user’s selection of a workload parameter to perform the sensitivity test on.

This procedure includes 59 executable SLOC (not including comments).

A.2.29 UF_SensNextRun and UF_SensNextRun_M

This procedure is used to capture the user’s signal to proceed to the next step in the sensitivity test process.

This procedure includes 9 executable SLOC (not including comments).

A.3  
Cost Estimation Tool Worksheets

The CET Workbook contains two types of worksheet: worksheets that hold user defined Activity Datasets, described in Section A.3.1, and worksheets that are internal to CET, described in Section A.3.2.

A.3.1  
Activity Dataset Worksheets

These are worksheets that contain user defined Activity Datasets. They are given names that are provided by the user.

Each activity dataset (ADS) worksheet contains the description of a new data activity provided by the user. Different ADS worksheets can describe different data activities, or the same activity with some parameters defined differently, for example to evaluate the comparative estimated cost of different approaches, different levels of service, etc., e.g., ‘what if’ exercises performed by the user.

Information in the ADS worksheet is organized by functional area, and labels are included for all of the parameters to make it easy for a user to refer directly to the ADS worksheets.

A.3.2  
Revised Estimate Worksheets

The CET Reviewer produces revised estimates that may be save by the user on worksheets in the CET workbook. Each revised estimate occupies three worksheets, copies of the RevOutput, RevOutput2, and Delta worksheets (or their Mac equivalents). The user assigns a name for the revised estimate, e.g. “Name”, and the three worksheets’ tabs are marked “NamePG1”, “NamePG2”, and “NamePG3”.

A.3.3  
Internal Worksheets

The CET’s internal worksheets are listed in table A7 below. The left column contains the name of the worksheet (which appears on the worksheet tab), the center column describes the contents of the worksheet, and the right column the status of the worksheets in the end-user version of the CET (Version 1). Each worksheet is either Open, i.e. able to be changed by the user, or Protected, i.e. password protected against modification by the user, and either Visible, i.e. able to be examined by the user, or Hidden, i.e. not able to be seen by the user. A user wishing to see a hidden worksheet can do so using Excel’s normal ‘un-hide’ function. Certain worksheets are only present in the development version of the CET (vs the end-user version that is distributed to, well, end users).
Table A7 – CET Internal Worksheets

	Worksheet Name
	Contents
	Status

	ActiveADS
	Temporay: holds active Activity Dataset, a working copy of the ADS that is being used.
	Open, Visible

	ADS_Form
	The Activity Dataset template, that has the row labels in the first column. When a new Activity Dataset is being generated, a copy of the “ADS_Form” worksheet is made, renamed to the name provided by the user for the new Activity Dataset, and the filled in as the user enters the Activity Dataset information.


	Protected, Visible

	Background
	A neutral gray panel used as a background when various user forms are displayed.
	Protected, Visible

	CDB
	PC version of the CDB Analyzer output, a set of tables of summarized CDB data activity information for the functional areas.
	Protected, Visible

	CDB_M
	Macintosh version of the CDB Analyzer output, a set of tables of summarized CDB data activity information for the functional areas. The content is the same as the PC version, only formatting (size, font, etc.) are optimized for the Macintosh.
	Protected, Visible

	Controls
	Control panel setups, used by the CET Exerciser.
	Development System Only

	Output
	PC version of the first page of the life cycle cost estimate.
	Protected, Visible

	Output_M
	Macintosh version of the first page of the life cycle cost estimate.
	Protected, Visible

	Output2
	PC version of the second page of the life cycle cost estimate.
	Protected, Visible

	Output2_M
	Macintosh version of the second page of the life cycle cost estimate.
	Protected, Visible

	Quality
	PC version of the quality report, produced by a CET run or a CDB Analyzer run.
	Protected, Visible

	Quality_M
	Macintosh version of the quality report, produced by a CET run or a CDB Analyzer run.
	Protected, Visible

	Delta
	PC version of the results of a what-if run, a comparison of the what-if result with the original estimate (what-if minus original estimate).
	Protected, Visible

	Worksheet Name
	Contents
	Status

	Delta_M
	Macintosh version of the results of a what-if run, a comparison of the what-if result with the original (what-if minus original estimate).
	Protected, Visible

	Scratch
	Intermediate output, diagnostics for CET Estimator.
	Hidden

	RevOutput
	PC version of revised version of page 1 of the CET output (worksheet Output above) produced by the CET Reviewer.
	Protected, Visible

	RevOutput_M
	Mac version of revised page 1 of the CET output (worksheet Output above) produced CET Reviewer tool.
	Protected, Visible

	RevOutput2
	PC version of revised version of page 2 of the CET output (worksheet Output above) produced by CET Reviewer. 
	Protected, Visible

	RevOutput2_M
	Mac version of revised page 2 of the CET output (worksheet Output2 above) produced by CET Reviewer.
	Protected, Visible

	Internal
	Intermediate results, diagnostics for the CET Reviewer.
	Hidden

	Title
	The title panel displayed when the CET is activated. 
	Protected, Visible

	Gray
	Neutral background used by the CET Reviewer
	Protected, Visible

	Ingest
	Ingest function inputs, intermediate parameters, and outputs for each of the functional areas for the last CET run, used for CET development, testing, and debugging.
	Hidden

	Process
	Same as above for the Processing function.
	Hidden

	Archive
	Same as above for the Archive function.
	Hidden

	Distrib
	Same as above for the Distribution function.
	Hidden

	Docum
	Same as above for the Documentation function.
	Hidden

	User
	Same as above for the User Support function.
	Hidden

	Imple
	Same as above for the Implementation function.
	Hidden

	Imple2
	Same as above for the Implementation function.
	Hidden

	Imple3
	Same as above for the Implementation function.
	Hidden

	SustEng
	Same as above for the Sustaining Engineering function.
	Hidden

	EngSupt
	Same as above for the Engineering Support function.
	Hidden

	TechCor
	Same as above for the Technical Coordination function.
	Hidden

	Manage
	Same as above for the Management function.
	Hidden

	MNonStaff
	Same as above for the Miscellaneous Non-Staff items.
	Hidden

	Sensitive
	Stores Sensitivity Intermediate Results
	Hidden

	SensTool2
	Holds Sensitivity Test Results, Table & Graph, PC version
	Visible

	SensTool2_M
	Holds Sensitivity Test Results, Table & Graph, Mac vers.
	Visible

	SensToolTemp2
	Holds template for sensitivity results, PC version
	Hidden

	SensToolTemp2_M
	Holds template for sensitivity results, PC version
	Hidden


Appendix B - Data Activity Template

This Appendix contains a guide written for the CDB analyst using the Data Activity Template as a tool in the course of population of the CDB.

B.1   Introduction

The Data activity Template is used to build the CDB entry for a given data activity.  The CDB analyst receives and assembles the raw information for a particular data activity and enters the data activity information into the template, performing and documenting any analysis necessary to obtain template parameters from the raw data activity information.  The template, an Excel workbook, includes input worksheets for the functional areas defined for the data service provider reference model, and, as an output, a worksheet containing the data activity’s CDB record.

The purpose of the data activity template is to capture the information collected from the data activity, and to build the data activity's record for the CDB. The purpose of this guide to the template is to assist the CDB analyst in completing the template. The notes contained in the guide will be revised and extended as needed.  The guide also points out some of the TBD’s or known weaknesses in the template (and the current, evolving, parameter set).

At this early stage, the template contains many parameters, based in part on information collected on data centers for the Benchmark study done by SGT in 2001, but in general comprising a set of parameters thought likely to be of potential value for the cost estimation by analogy model, and to cover functions and areas of cost of interest to ESDIS and the ESE science and applications community.  These parameters are defined in Working Paper 4, “Data Service Provider Reference Model - Model Parameters”. The parameter set will evolve as the data activity information collection proceeds - not all parameters will be available from a sufficient number of data activities to be used. Also, as information is collected and as early versions of the cost estimating relationships (components of the cost estimation by analogy model) are developed and tested, some parameters will be seen to be useless (e.g. not yielding or contributing to a statistically significant relationship) for estimation. In both cases, this will lead to parameters being dropped from the CDB. It is also possible that a few new parameters that are both available and useful will be added.

As mentioned, the Data activity Template is an Excel workbook that contains a number of individual worksheets, indexed by tabs:

a. The first worksheet, "Output - CDB",  contains the CDB record for the data activity, containing data activity level parameters and parameters for all functional areas.  All of the information in the CDB record is computed - no data is entered into the CDB record directly.

b. The second worksheet, “ADS”, contains information drawn from the functional area worksheets that corresponds to what a user of the CET would enter to produce a life cycle effort and cost estimate for the data activity. This information is used in testing of the CET.

c. The third worksheet, "Site", contains the data activity name and other data activity level descriptive information.

d. The remaining worksheets contain information collected from the data activity in each of the fourteen functional areas.

The sections of this guide discuss the “Output - CDB” worksheet, the “Site” worksheet, and each of the functional area worksheets.

B.2 “Output - CDB” Worksheet

The “Output CDB” worksheet is common to all data activities, and essentially follows the schema for the Comparables database. 

The general format for the “Output-CDB” worksheet is parameter name in the leftmost column, source of the parameter value in the next column, and values of the parameter for the data activity’s mission years in columns for each year.  Parameters are grouped by Data activity level followed by the fourteen functional areas.

No information is entered into the “Output - CDB” worksheet directly. The values for many of the parameters are derived from the data activity’s functional area information, while others are computed within the “Output - CDB” spreadsheet itself. The Source column indicates whether the parameter is computed from functional areas (those marked "area", i.e. using a link to a functional area worksheet) or is local to the “Output - CDB” worksheet (those marked "local", i.e. using links to other parameters on the “Output - CDB” worksheet), which occasionally include computations using parameters from other functional areas.

B.3 “Site” Worksheet

The data activity “Site” worksheet contains a set of eight data activity level parameters to be entered by the user.  These include the data activity name, the alias for the data activity used to conceal its identity in the CDB (in the form “Sitexx” where ‘xx’ is an arbitrary sequence number), the calendar year that marks the beginning of implementation of the data activity (and hence the first ‘mission year’ in the data activity’s life cycle), the number of years to complete implementation of the data activity, the year when operations begin and the duration of data activity operations, and when (for those data activities for which this applies) ‘transmigration’, the transfer of the data activity’s data holdings to long term archive or other data activity at the conclusion of the data activity’s operations would begin and complete. (The UARS CDHF is an example of a data activity that has completed a transmigration.)

The “Site” Worksheet also includes a functional area checklist for the data activity, indicating for each functional area whether or not the area applies to the data activity, and if so, if the information available for the data activity is usable.

The mission lifetime (i.e. from implementation start year, which is mission year one, through the end of the operating period) determines the number of columns to be used in all of the functional area worksheets in the template.

B.4 Functional Area Worksheets

The functional area input information contains staffing, level of service, and workload parameters.  Raw data activity information is unlikely to conform neatly to the template parameter set. Analysis will be required to obtain the values of the template parameters from the raw data activity information.  The raw data activity information can be entered in free text below the indicated parameter groups, along with notes explaining how the needed parameters were obtained from the raw data activity data.

The functional area worksheets are all provided in the same general format:

a. A header repeating the mission start year and other milestones significant for the functional area.

b. A staff table, showing staffing to be entered by the user for the functional area over the mission lifetime. Note that the user would use a column for each year of the data activity’s mission lifetime; they number of columns used would vary from data activity to data activity.

c. An “LOS, Etc.” section containing level of service and other control parameters to be entered by the user, also year-by-year, on the assumption (as of now) that these could possibly vary during a data activity’s mission lifetime. This may be an un-needed complication in many cases.

d. A total workload section containing the highest level of workload information for the data activity in the functional area. This may be workload measures (such as product counts or data volumes) or workload factors, depending on the area.  This is the level of information that is included in the CDB.

e. A mission information detail section, containing more detailed workload information from which the higher level total workload information is derived. In some cases, only the total workload information may be available for a data activity.  Mission detail can be entered in great detail, for example on a data stream by data stream basis, or (especially for a data activity ingesting or processing many data streams) they may be handled in groups.

All of the parameters on the functional area worksheets are annotated with instructions for entering the parameter or a note that the parameter is computed and not to be entered. Where the entry is a number indicating a level of service or value for a flag, the choices to pick from are shown.

The worksheet should also be used for free text entry of raw information collected from the data activity in each area, where the data activity information does not readily fit the parameters defined in the template.  Where the user enters some raw information and then does a bit of analysis to obtain values for template parameters, notes on the analysis should be added as well.

A given data activity will not perform in all functional areas. The user enters information for the areas applicable to a given data activity, and ignores the rest.

The following sections provide notes on each of the functional areas.

B.4.1 Ingest Worksheet

The mission information detail for the ingest functional area is information for each data stream ingested by the data activity, if that information is available. (If not, the information in the Total Ingest Workload section is entered directly - that constitutes the minimum needed.)

The user would copy the blank data stream form (i.e., portion of the worksheet) as many time as needed for the data streams ingested, and enter the information for each data stream.  Then to compute the “Total Ingest Workload” the user would count product types, format types, manually enter formulas summing product counts, data volumes, etc., over the data streams, etc.  

The user also needs to enter an overall ingest level of service into the ‘LOS, Etc.’ area, based on the levels of service associated with each data stream. The best algorithm for this is TBD - something weighted towards the most demanding level of service is probably the best.

B.4.2 Processing Worksheet

The mission information detail for the Processing worksheet are descriptions of each product stream generated by the data activity, if that information is available from the data activity.  As with the ingest data streams discussed above, the user enters a set of information for each product stream, then uses excel formulas to sum over the product streams for the Total Processing Workload information. Also as was the case with ingest, the user would compute overall levels of service for the ‘LOS, Etc.” area of the Processing worksheet.

B.4.3 Documentation Worksheet

The documentation worksheet requires the user to enter staffing information for the data activity, but most of the workload factors are computed from other functional areas.

B.4.4 Archive Worksheet

The “LOS, Etc.” section for the Archive functional area includes a variety of parameters to be entered by the user. Some refinement to these is expected. As of now, one archive media type is indicated - this may well have to be changed to allow several types. Planned retention periods for ingested and generated products are entered, and would be used to project deletions from the archive (as would a fixed archive capacity, once reached).

There is no mission information detail for the Archive function, and the Total Archive Workload is computed, except for archive deletions, which, unless actual information is available, are entered by the user based on interpretation of archive capacity and retention plans.

B.4.5 Access and Distribution Worksheet

The overall workload section for the Access and Distribution functional area is divided into two parts, one for operational distribution and the other for by-request distribution. 

Operational distribution is the distribution of specific product stream(s) to specific destinations (e.g. the flow of level 1 MODIS products from the GSFC DAAC to MODAPS, or the flow of higher level MODIS products from MODAPS to the GSFC, EDC, and NSIDC DAACs).  Operational distribution is not casual and must meet requirements, and  may be covered by an operations agreement, level of service agreement, or similar agreement between the sender and receiver.

By-request distribution includes all other cases, from single copy requests to subscriptions for delivery of a series of products over time, where operational constraints and requirements are not involved.

No mission information detail is needed for by-request distribution.

For operational distribution, the mission information detail, if available from the data activity, includes a description of each operational product flow. This information is handled as described above for ingest data streams or processing product streams. If stream by stream information is not available, the user enters the aggregate information in the total workload section.

The access and distribution worksheet includes ‘transmigration’, then migration of a data activity’s data holdings to another data activity, perhaps a Long Term Archive, when the data activity goes out of operation. As of now, only a few if any instances of transmigration may exist, and this may be dropped from the CDB if there are no good cases.  Over time, more cases may arise, but until there are a sufficient number they will be of little use for estimation, except perhaps as cautionary anecdotes.

B.4.6 User Support Worksheet

The user support worksheet includes a few ‘LOS, Etc.’ items and workload items to be entered by the user.

B.4.7 Sustaining Engineering Worksheet

The sustaining engineering worksheet contains staffing and an ‘LOS, Etc.’ item to be entered by the user. The only workload factor, as of now, is a count of SLOC to be maintained which is obtained from the implementation area.

B.4.8 Engineering Support Worksheet

The engineering support worksheet contains staffing and ‘LOS, Etc.’ areas to be entered by the user.  Workload factors are TBD.

B.4.9 Technical Coordination Worksheet

The technical coordination worksheet includes only a set of staffing items to be entered by the user. A given data activity is not likely to be involved in all of the technical coordination areas, indeed some data activities may not be involved in any. Currently, for example, DAACs have been involved in user support coordination in a systematic way for years, in metrics coordination, and in other areas sporadically.

B.4.10 Implementation Worksheet

The implementation worksheet contains staffing and ‘implementation information’ items to be entered by the user.  The information at present is incomplete. What is lacking are parameters that characterize the data system(s) implemented by the data activity. While data storage capacity can be inferred from the archive size, that does not directly measure the storage capacity installed by the data activity, and no measure of processing capacity is included as yet, nor any kind of characterization of the physical configuration of the system.  System configuration information is being sought from the data activities. As this is received and assembled, some system configuration measures will be decided on that a) are available from multiple data activities, and b) can be correlated with costs. 

The costs in this area are intended to be used in conjunction with published ‘cost curves’ to aid in estimating the future costs of systems of comparable capacity.

B.4.11 Management Worksheet

The management worksheet includes center-level management and coordination items to be entered by the user. All data activities will not be active in all the areas indicated. DAACs, for example, were traditionally expected to have a DAAC Manager (and most now have deputies as well), a DAAC System Engineer, and a DAAC Scientist, the latter two being examples of System Engineering Coordination and Science Coordination to be captured on this worksheet.

B.4.12 Miscellaneous Non-Staff Costs Worksheet

The Miscellaneous Non-Staff Costs Worksheet (formerly Facility / Infrastructure worksheet) contains staffing, a couple of ‘LOS, Etc.’ items, and ‘Facility / Infrastructure Information’ items to be entered by the user.

As of now, recurring COTS software costs and facility costs are asked for, the usefulness of these is TBD.  While the area (i.e. square footage) parameters provide a counterpoint for facility costs (allowing possible computation of cost/sq ft parameters) there is now no counterpoint for recurring COTS software costs (such as a count of COTS packages, etc.). 

As of now, the one area in which more detail is sought is in network costs. The worksheet suggests that information be collected for each external network connection or service, with these being summed under ‘Facility / Infrastructure Information’, much as was done for ingest data streams or processing product streams. The costs sought for each connection can be related to its capacity, and for the purposes of future cost information a published ‘cost curve’ for future network capacity costs can be used with this data. 

This is a first guess as to what will be useful; it is expected to be refined as we see what information is available from the data activities.

Appendix C - CET Model Internal Parameters

This Appendix presents the definitions of the internal parameters used by the CET model. Parameters visible to the user, either input parameters provided by the user or parameters contained in the life cycle cost estimate output provided by the CET, are defined in the CET Users’ Guide.

C.1   Introduction

This section introduces the description and definition of reference model internal parameters that follows in the sections below.  

The reference model internal parameters include some that cover a data service provider as a whole and some that are mapped to the model’s functional areas as they apply (i.e., not all parameters are applicable to all functional areas).  

The scope of the internal parameters spans implementation and operations, year-by-year over the specified lifecycle of the data service provider, and include cost elements as well as workload factors and high level system configuration information. 

The cost estimation relationships to be used by the model are derived from information describing actual date centers comparable to future ESE data service providers.  As was done for the Best Practices / Benchmark Study, raw information received from the data service providers was mapped to the standard reference model parameter set to build the model’s database, so that the model’s database contains the same set of internal (as well as input and output) parameters covering implementation and operation as will be used for cost estimation.  This is necessary, since the model database is used to derive the cost estimation relationships that allow estimation of the outputs given the inputs for independent cases (i.e. testing against independent data for an actual data service provider and use of the model to estimate the costs for a putative new ESE data service provider). 

Implementation includes capital and staff costs associated with developing, implementing, integrating and testing the data service provider’s data and information system, and facility start-up / preparation costs.  Implementation is assumed to be spread over a specified number of years. Implementation can overlap the start of operations. Implementation can also recur during the operating period, e.g. allowing for ‘technology refresh’, but is currently covered under sustaining engineering after the designated implementation period.
Operation includes hardware maintenance, sustaining engineering, operations staff, supplies (e.g. storage and archive media), recurring facility costs, etc.

The parameters defined in Section C.2 are grouped by the reference model’s functional areas (see the CET Users’ Guide). 
C.2   CET Internal Parameter Descriptions

This section contains information about the data service provider reference model internal parameters and their definitions.  The list is grouped by the functional areas, followed by facility / infrastructure parameters and data service provider level parameters (some of which are roll-ups from the preceding functional areas).
Information included about each parameter is:

Parameter Name; 

Parameter Description;

Values for levels of service or other imbedded parameters will be given. Unless otherwise defined, a value of ‘0’ for a level of service or parameter will be used when it is unknown or not applicable.

C.2.1 Ingest

These CET internal parameters describe or relate to ingest of data and products into the data service provider from external sources / providers.

Table C1 - Internal Ingest Parameters

	Parameter Name
	Description

	Total Ingest FTE
	The total estimated annual FTE (Full Time Equivalent) effort for the Ingest functional area, including any effort in addition to actual operational effort.

	Ingest Technical FTE
	Includes ingest technical staff exclusive of direct operations staff.  For current version CET, it is assumed that there are no ingest technical FTE.

	Ingest Ops FTE
	The estimated annual FTE effort for direct operational activity (e.g. computer operators, ingest technicians).

	Ingest Volume/Yr
	The annual volume of data and/or products that are ingested by the site, in TB / Yr.

	Product Types Ingested/Yr
	The annual number of different product types ingested (i.e. data streams ingested) from external sources by the site).

	Products Ingested/Yr
	The annual number of products ingested from external sources by the site.

	Ingest Function LOS
	The overall measure of ingest function level of service (LOS) integrated over product types. Same values as Ingest LOS for Product Type.

	External Ingest Interfaces
	The number of distinct external interfaces via which data streams or products are ingested by network each year.


C.2.2 Processing

These internal CET parameters describe or relate to the generation of products by the data service provider.

Table C2 - Internal Processing Parameters
	Parameter Name
	Description

	Total Processing FTE
	The total estimated annual FTE effort for the Processing functional area, including any effort in addition to actual operational effort.

	Processing Technical FTE
	Includes technical and science staff exclusive of direct operations staff. Includes staff supporting science software integration and test, calibration / validation specialists as applicable

	Processing Ops FTE
	The estimated annual FTE effort for direct operational activity (e.g. computer operators, production monitors).

	Volume/Yr of New Operational Products
	The annual volume of operational products generated by the site, in TB/yr.

	Volume/Yr of New Ad Hoc Non-Operational Products
	The annual volume of ad hoc, non-operational products generated by the site, in TB/yr.

	Volume/Yr of New Products Generated
	The total annual volume of new products generated by the site, in TB/yr.

	Volume/Yr of Reprocessed Products Generated
	The annual volume of reprocessed products generated by the site, in TB/yr.

	Processing Volume/Yr
	The total annual volume of new products generated by the site, in TB/yr.

	New Operational Products Generated/Yr
	The annual number of new operational products generated per year by the site.

	New Ad Hoc Non-Operational Products Generated /Yr
	The annual number of new ad hoc non-operational products generated per year by the site.

	New Products Generated/Yr
	The total annual number of new products generated per year by the site.

	Reprocessed Products Generated/Yr
	The annual number of reprocessed products generated per year by the site.

	Product Types Generated/Yr
	The annual number of different product types generated by the site.

	Products Generated/Yr
	The annual total number of new and reprocessed products generated by the site.

	Operational Processing LOS
	The overall measure of operational processing level of service integrated over product types. Same values as Operational Processing LOS for Type.

	Non-Operational Processing LOS
	The overall measure of ad hoc, non-operational processing level of service integrated over product types. Same values as Operational Processing LOS for Type.

	Reprocessing LOS
	The overall measure of re-processing level of service integrated over product types. Same values as Reprocessing LOS for Type.

	Product Types Integrated/Yr
	Count of the product types produced from software provided by an outside source for integration and production, including new versions of existing types.  

	Parameter Name
	Description

	Product Types QA’d/Yr
	Count of the product types for which all QA is done by the site.


C.2.3 Documentation
These internal CET parameters describe or relate to the generation, or bringing up to standard, by the data service provider of documentation of data and  products, where ‘documentation’ includes all descriptive information such as catalog metadata as well as user guides, format descriptions, etc.

Table C3 – Internal Documentation Parameters

	Parameter Name
	Description

	Total Documentation FTE
	The total estimated annual FTE effort for the functional area, including any effort in addition to actual operational effort.

	Technical FTE
	Includes technical staff working on documentation (including metadata) review, creation, and update. 


C.2.4 Archive

These internal CET parameters describe or relate to the archiving of data and products by the data service provider.

Table C4 – Internal Archive Parameters
	Parameter Name
	Description

	Total Archive FTE
	The total estimated annual FTE effort for the Archive functional area, including any effort in addition to actual operational effort. 

	Archive Technical FTE
	Includes technical staff exclusive of direct operations staff.

	Archive Ops FTE
	The estimated annual FTE effort for direct operational activity (e.g. computer operators).

	Archive Insert Volume/Yr
	The annual volume of data and/or products that are inserted into the site’s archive, in TB/yr.

	Archive Delete Volume/Yr
	The annual volume of data and/or products that are deleted from the site’s archive, in TB/yr. (This is pursuant to a retention plan (life cycle data management plan) for ingested or generated product types.)

	Net Volume Archived/Yr
	The net volume of data and/or products added to the site’s archive (insertions less deletions), in TB/yr.

	Product Types Archived/Yr
	The annual number of different product types added to the site’s archive.

	Archive Insert Products/Yr
	The annual number of products added to the site’s archive.

	Archive Delete Products/Yr
	The annual number of products deleted from the site’s archive (see Archive Delete Volume/Yr above).

	Parameter Name
	Description

	Net Products Archived/Yr
	The annual net count of products added to the site’s archive (inserts less deletes).

	Archive Transactions/Yr
	The annual sum of product inserts and deletes (a transaction is either an insert or a delete).

	Total Products in Archive
	The annual cumulative total count of products contained in the site’s primary archive.

	Primary Archive Volume
	The year-by-year cumulative total volume of data contained in the site’s primary archive, in TB.

	Backup Archive Volume
	The year-by-year cumulative volume of data contained in the site’s backup archive, in TB.

	Archive Volume
	The year-by-year total cumulative volume of data contained in the site’s primary and backup archives. The sum of Primary Archive Volume and Backup Archive Volume.

	Archive Media Units
	The number of media units (e.g. tapes) required to hold the data contained in the site’s archive.


C.2.5 Access and Distribution

These internal CET parameters describe or relate to providing access to and/or distribution of products to users, either on an operational basis or in response to user requests (a.k.a. ‘ad hoc’).  This includes providing automated ‘system-system’ access.

Table C5 – Internal Access and Distribution Parameters
	Parameter Name
	Description

	Total Access and Distribution FTE
	The total estimated annual FTE effort for the Access and Distribution functional area, including any effort in addition to actual operational effort. 

	Access and Distribution Technical FTE
	Includes technical staff exclusive of direct operations staff.

	Access and Distribution Ops FTE
	The estimated annual FTE effort for direct operational activity (e.g. computer operators, distribution technicians).

	Distribution Volume/Yr
	The annual volume of data and/or products that are distributed by the site, in TB/Yr.

	Product Types Distributed/Yr
	The annual number of different product types distributed by the site. Assume any/all types distributed operationally are also distributed by-request.

	Product Types/Yr Operational
	The annual number of product types distributed on an operational basis - on a schedule or by rule to specified users.

	Network Products/Yr Operational
	The annual number products distributed operationally by network.

	Network Volume/Yr Operational
	The annual volume of data/products distributed operationally by network, in TB/Yr.

	Media Products/Yr Operational
	The annual number products distributed operationally by media.

	Parameter Name
	Description

	Media Volume/Yr Operational
	The annual volume of data/products distributed operationally by media, in TB/Yr.

	Products Distributed/Yr
	The annual number of products distributed by the site.

	Network Distribution Volume/Yr
	The annual volume of data distributed by the site by network, usually by FTP (File Transfer Protocol), in TB/Yr.

	Network Distribution Products/Yr
	The annual number of products distributed by the site by network.

	Media Distribution Volume/Yr
	The annual volume of data distributed by the site on media, in TB/Yr.

	Media Distribution Products/Yr
	The annual number of products distributed by the site on media.

	Distribution Media Units/Yr
	The annual number of media units (i.e. the sum of the number of tapes of various sorts, CD-ROMs, DVDs, etc., used for distribution by the site).

	Transmigration Products/Yr
	The number of products per year to be migrated to another center.

	Transmigration Volume/Yr
	The volume of data and products to be migrated to another center, in TB/Yr.

	Users Requesting Products/Yr
	By Request Distribution - The number of distinct users requesting products per year.

	User Product Requests/Yr
	The number of product requests received per year (By Request Distribution).

	Product Types/Yr By Request
	The number of different product types distributed per year by request.

	By Request Products/Yr., Media
	The number of products provided per year, on media in response to user requests.

	By Request Products/Yr., Network
	The number of products provided per year, electronically by network.

	By Request Volume/Yr, Media
	The volume of products provided per year in response to user requests on media, in TB/Yr.

	By Request Volume/Yr, Network
	The volume of products provided per year in response to user requests electronically by network, in TB/Yr.


C.2.6 User Support

These CET internal parameters describe or relate to user support provided by the data service provider.

Table C6 – Internal User Support Parameters
	Parameter Name
	Description

	Total User Support FTE
	The total estimated annual FTE effort for the User Support functional area, including any effort in addition to the direct user support effort.

	User Support Technical FTE
	Includes technical staff exclusive of direct user support staff.

	User Support Ops FTE
	The estimated annual FTE effort for direct user support and outreach.


C.2.7 Sustaining Engineering

These CET internal parameters describe or relate to sustaining engineering (i.e. software maintenance and enhancement of operational software) performed by the data service provider.

Table C7 – Internal Sustaining Engineering Parameters
	Parameter Name
	Description

	Total Sustaining Engineering FTE
	The total estimated annual FTE effort for the Sustaining Engineering functional area.

	Sustaining Engineering Technical FTE
	Includes technical staff engaged in software maintenance.

	SLOC Maintained
	The number of lines of code that are maintained by the site, of custom (site developed rather than COTS) software used to support the functional areas. Includes reused software. Maintenance is assumed to be equivalent to sustaining engineering - enhancement as well as bug fixes.


C.2.8 Engineering Support

These CET internal parameters describe or relate to engineering support provided by the data service provider.

Table C8 – Internal Engineering Support Parameters
	Parameter Name
	Description

	Total Engineering Support FTE
	The total estimated annual FTE effort for the Engineering Support functional area.

	Engineering Support Technical FTE
	Includes engineering and technical effort that is not otherwise called out, e.g. system engineering, network engineering, test engineering, system administration, and database administration.


C.2.9 Technical Coordination

These parameters describe or relate to technical coordination performed by the data service provider.

Table C9 – Internal Technical Coordination Parameters
	Parameter Name
	Description

	Total Technical Coordination FTE
	The total estimated annual FTE effort for the Technical Coordination functional area. 

	Technical Coordination Technical FTE
	Includes technical staff directly engaged in technical coordination.

	Technology Infusion FTE
	Includes technical staff engaged in coordinating technology infusion (e.g. by participating in working group).

	Data Life Cycle
	Includes technical staff engaged in coordinating data life cycle (e.g. by participating in working group).

	Re-Use
	Includes technical staff engaged in coordinating re-use (e.g. by participating in working group).

	Standards
	Includes technical staff engaged in coordinating standards (e.g. by participating in working group).

	Levels of Service
	Includes technical staff engaged in coordinating levels of service (e.g. by participating in working group).

	User Services
	Includes technical staff engaged in coordinating user services (e.g. by participating in working group).

	Metrics
	Includes technical staff engaged in coordinating metrics (e.g. by participating in working group).


C.2.10 Implementation

These CET internal parameters describe or relate to system implementation performed by the data service provider. 

Table C10 – Internal Implementation Parameters
	Parameter Name
	Description

	Total Implementation FTE
	The total annual estimated FTE for the implementation area.

	Implementation Technical FTE
	The total annual estimated technical FTE for the implementation area.

	Software Development FTE
	The total estimated annual FTE for data system software development, integration, and test, if this is computed by functional area.  This will be projected from the amount of software to be developed and the implementation period.

	Applications Software Development FTE
	The estimated annual effort for applications software development for user data services, etc., beyond the base data system.

	Implementation Engineering FTE
	The estimated annual effort for engineering support to system development, e.g. system integration and test, configuration management.

	Custom Software, SLOC
	The size of the software required, if this is computed by functional area. This will be projected from mission parameters that size the system needed.
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